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Chapter  1 - Introduction  

This document is aimed to satisfy the needs of the Internet Service 
Providers industry for comprehensive information on Broadband 
Wireless Access (BWA). It is intended for ISPs who are looking at BWA 
as an alternative to traditional wire- or cable-based services, including: 

a. An established ISP that considers adding BWA to its infrastructure 
for one or more of the following reasons: 

� Expand coverage to new customers-either in an already served area 
or in new areas. 

� Provide services in rural and other areas where wireless access is 
the only viable option. 

� Enhance its services portfolio to improve competitive position and 
increase revenues and profits. 

� Eliminate expenses, delays and long-term commitments associated 
with getting access services from a third party. 

b. A new entrant to the rapidly evolving ISP market place wishing to 
benefit from the advantages of a business based on BWA.  

Regardless of the reasons for becoming interested in BWA, there are 
numerous questions that must be answered, related to various crucial 
issues that must be considered prior to taking the decision to invest in 
a BWA based network, while launching a new BWA network and 
throughout the life time of the network.  

Our staff has accumulated a large set of testimonials regarding our 
partners’ network build-out. What they saw related to various aspects of 
the network and to various types of networks. Over time, we witnessed 
a wide range of situations experienced by our partners: from the 
management decision-making process to technical and logistic activities 
by different types of operators: cellular, data access, ISPs and local 
independent telcos.  
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We at Netronics have been working closely with global telecom and 
Internet operators over a long period of time. A wide range of
professionals in Netronics – senior management, sales force, customer
service and technical staff – have met a long list of Operators’
management, operations and technical teams. They have discussed
challenges together, made errors together, fixed problems together and
succeeded together.

     professionals have gathered years of experience and know-how,
witnessing Operators’ experiences, preferences, challenges and
difficulties concerning many facets of their overall network.

Netronics



 Introduction 

Until now, this valuable information has not been shared in any 
integrated, comprehensive format. Moreover, we began to notice that 
different operators often faced identical challenges. Unaware of their 
predecessors’ experience, they often repeated the same mistakes. 

We have assembled all the information gathered from the field into a 
comprehensive format that shows the big picture while recalling the 
small details.  

This overview refers to all the aspects concerning a BWA project, from 
backbone interfaces, to integrated network solutions at the customer 
site; from the NAT location debate to management system 
considerations; from VoIP to billing; it discusses technology pros and 
cons as well as business models.  

This document offers you a comprehensive overview of our accumulated 
knowledge in order to help you understand all the important aspects of 
BWA and assess the project you are taking or about to take. The 
document has been divided by subject matter, so that you can skip to 
read only the areas that are relevant to you, or read its entirety - 
whichever fits you best.  

It must be emphasized that many applicable issues vary significantly 
among countries and even regions. These includes issues such as local 
regulations that affect technical considerations and issues that affect 
the business model such as the competitive landscape, labor costs, 
customers’ profile etc. You are invited to consult with our experts in 
order to reach the right conclusions and build the business plan that 
takes into account all the unique aspects of becoming a Wireless ISP in 
your target area. 
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In the meantime, a number of employees have, over time,
witnessed a recurrence of questions and problems among our many 
customers. The questions may be directly related to the
solution, or may be directed to overall network challenges.

Netronics

Netronics

We urge you to look for more information on specific issues in other
sources available through your        representative. We also invite
you browse our material-wealthy website at www.netronics-networks.com

Netronics
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Licensed and Unlicensed 
Frequencies 

When discussing wireless solutions, it is important to distinguish 
between frequencies that are licensed by the local radio regulatory 
agency and those that are not. By unlicensed services, we refer to those 
transmitting devices that must meet certain defined equipment 
tolerances, but that are otherwise unrestricted in their deployment.  
Actual systems that employ such equipment are considered unlicensed 
because prior regulatory authorization and licensing requirements of 
these systems are unnecessary. 

Local applicable regulations, such as Part 15 of the FCC Rules, 
establish equipment tolerances for transmitting devices that are 
considered unlicensed.  The applicable regulations, such as FCC Part 
18, cover frequency bands of certain industrial, scientific and medical 
(ISM) equipment that can also be used in an unlicensed manner.  
Certain of the ISM frequency bands (including 2.4 and 5.8 GHz) are 
available for use by commercial entities. 

Such unlicensed facilities have relatively low power and small coverage 
footprints.  In addition, because these systems are unlicensed, they are 
not protected from interference.  Such interference can become extreme 
in areas where multiple unlicensed systems that use the same 
frequency spectrum are installed. Typically, smaller and medium-size 
service providers use unlicensed frequencies. While an unlicensed 
frequency can meet the needs of many people, it is not always 
appropriate as a broad solution. A primary concern is that there is no 
control over the number of devices that share an unlicensed 
environment. Devices that share these frequencies can be installed 
anywhere by anyone with no regulation and no recourse for 
interference. Thus, it may be very difficult for people to truly depend on 
this service for business or other important applications. 

Licensed frequencies provide the probability of more stability than 
unlicensed frequencies; A licensed frequency ensures the service 
provider that within a certain area he is the only one that is allowed to 
use the allocated frequencies. However, this stability comes at a high 
price. The government radio agencies auctions the limited number of 
licensed frequencies, and the price is far from being low.  
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 Spread Spectrum Radio Technologies 

Spread Spectrum Radio 
Technologies 

A popular solution to the licensing problem is provided by the 
emergence of Spread Spectrum (SS) technology. This digital technology 
provides most of the capabilities and performance of a licensed radio 
system with a license-free approach. The term Spread Spectrum (SS) 
describes a communications technique whereby a radio frequency 
signal is modulated (spread) a second time so as to generate an 
expanded bandwidth wideband signal. Spread Spectrum is usually used 
for data transmission. The two most popular types of Spread Spectrum 
modes are Frequency Hopping and Direct Sequence. DSSS radios 
occupy a consistent piece of allocated spectrum constantly. FHSS 
radios don't always sit on the same exact frequency—it seamlessly skips 
from band-to-band over a fixed portion of spectrum.  

FHSS is a transmission technology used in LAWN transmissions where 
the data signal is modulated with a narrowband carrier signal that 
"hops" in a random but predictable sequence from frequency to 
frequency as a function of time over a wide band of frequencies. The 
signal energy is spread in time domain rather than chopping each bit 
into small pieces in the frequency domain. This technique reduces 
interference because a signal from a narrowband system will only affect 
the spread spectrum signal if both are transmitting at the same 
frequency at the same time. If synchronized properly, a single logical 
channel is maintained.  

Direct Sequence SS also involves the application of pseudorandom 
codes known to both ends of the link, but the code is used to cause a 
fixed frequency transmitter to spread its power more or less evenly 
across a wide band of RF spectrum, usually many Megahertz. 
Pseudorandom codes are selected to give the spread signal a noise-like 
character, which when detected by a conventional receiving device, 
looks very much like random noise. The receiver must be wide enough 
to recover all of this bandwidth in order to recover the transmitted 
signal, and then, using the same pseudorandom code as the 
transmitter, de-spread the signal to its original data component. Direct 
Sequence systems also have good immunity to noise and interference 
when used with highly directional antennas in relatively short-range 
applications. 
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There is an ongoing debate about which spread spectrum technology is 
better. Both direct sequence and frequency hopping systems have 
advantages and disadvantages inherent to the equipment used.   

FHSS systems are capable of leaping past interference, but at the price 
of delayed data flow. DSSS technology allows you to program past 
sources of interference, so the user does not experience delays. 
However, interference can change and you have to re-program around it 
again in order to maintain speed. 

A newer technology, made available through advance in DSP 
technologies, is OFDM (Orthogonal Frequency Division Multiplexing), an 
FDM modulation technique for transmitting large amounts of digital 
data over a radio wave. OFDM works by splitting the radio signal into 
multiple smaller sub-signals that are then transmitted simultaneously 
at different frequencies to the receiver. OFDM reduces the amount of 
cross-talk in signal transmissions. OFDM is robust in adverse channel 
conditions and allows non line of sight operation while maintaining a 
high level of spectral efficiency. It effectively mitigates performance 
degradations due to multipath and is capable of combating deep fades 
in part of the spectrum.  

The use of Orthogonal Frequency Division Multiple Access (OFDMA) 
allows simultaneous transmission from several users, with only a 
fraction of the sub-carriers assigned to each user. In this way the 
benefits of large FFT size are combined with the granularity advantage 
of small FFT size. An additional advantage of OFDMA is an improved 
upstream link budget, due to smaller effective bandwidth of each user. 

 

Industry Standards and 
Organizations 

IEEE 802.11 
Many of the BWA solutions are based on the IEEE 802.11 Wireless LAN 
standard. Usually, Wireless LAN gear provides an indoor coverage 
radius of about 200 meter. However, both manufacturers and service 
providers have learned how to get more out of IEEE 802.11 based 
equipment, in order to make it do things it was not originally designed 
to do. With proper thought, research, and RF engineering principles 
applied to these simple Wireless LAN devices, customers as far as 30 
km away from your antenna have a chance to connect to get broadband 
access services. 
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 Industry Standards and Organizations 

IEEE 802.11, the first internationally sanctioned standard for wireless 
LAN, was completed and published in 1997. The original 802.11 
standard defined data rates of 1Mbps and 2Mbps via radio waves using 
frequency hopping spread spectrum (FHSS) or direct sequence spread 
spectrum (DSSS). Specification 802.11a is a supplement to the 
standard, which defines a high-speed physical layer in the 5GHz band 
based on Orthogonal Frequency Division Multiplexing (OFDM) 
modulation, providing data communication capabilities of 6, 9, 12, 18, 
24, 36, 48, and 54 Mbps. (6, 12, and 24 Mbps mandatory). In 1999, the 
802.11b amendment to the standard was ratified, adding higher speed 
of 5.5 and 11Mbps with DSSS. 

The Media Access Control (MAC) as defined by the standard is very 
similar in concept to the wired Ethernet MAC (802.3 standard), 
supporting multiple users on a shared medium. However, the protocol 
was modified for sharing access over the air taking into account the 
different characteristics of the wireless media, handling interference and 
other radio related problems and ensuring robustness and data 
integrity. 

IEEE 802.16 
IEEE 802.16 WirelessMAN standard was designed specifically to solve 
the unique problem of the wireless metropolitan area network (MAN) 
environment and to deliver broadband access services to a wide range of 
customers. The IEEE 802.16 Media Access Control (MAC) protocol was 
designed for point-to-multipoint broadband wireless access 
applications. It provides a very efficient use of the wireless spectrum 
and supports difficult user environments. The access and bandwidth 
allocation mechanisms accommodate hundreds of subscriber units per 
channel, with subscriber units that may support different services to 
multiple end users. To efficiently deliver a variety of services, the 
protocol supports both continuous and burst traffic.  

Through the WirelessMAN MAC, each base station allocates uplink and 
downlink bandwidth to satisfy, almost instantaneously, the prioritized 
bandwidth requirements of the subscribers. The MAC protocol controls 
the media so that Subscriber Units transmit only in allocated 
transmitting opportunities. The MAC protocol is designed to carry any 
data or multimedia traffic with highly flexible Quality of Service (QoS) 
support. The connection-oriented protocol allows flexible QoS attributes 
definition for each connection.  
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IEEE 802.16a amendment to the standard supports the 2–11 GHz band 
including licensed and license-exempt spectrum, offering the 
opportunity to reach many more customers (at lower data rates) less 
expensively, thus to provide cost-effective services to individual homes 
and SMEs. 

The 10–66 GHz physical layer assumes line-of-sight propagation and 
uses single-carrier modulation.  Downlink access is TDM-based, with 
individual stations allocated time slots serially. Uplink access is TDMA-
based (Time Division Multiple Access). Both time division duplex (TDD), 
in which the uplink and downlink share a channel but do not transmit 
simultaneously, and frequency-division duplex (FDD), in which the 
uplink and downlink operate on separate channels, are supported. 
Adaptive burst profiles are supported, where modulation and coding 
options may be dynamically assigned on a burst-by-burst basis. 

The 2–11 GHz physical layer design is driven by the need for non-line-
of-sight (NLOS) operation, with significant multipath propagation, as 
expected in residential applications. Air interfaces supported are single-
carrier, orthogonal frequency-division multiplexing (OFDM) with TDMA 
access and orthogonal frequency-division multiple access (OFDMA) 
where multiple access is provided by addressing a subset of the 
multiple carriers to individual receivers.  

WiMAX 
WiMAX is a non-profit industry trade organization formed by leading 
communications component and equipment companies to promote and 
certify compatibility and interoperability of broadband wireless access 
equipment that conforms to the IEEE* 802.16 and ETSI* HIPERMAN 
standards. 

 Essential Guide to Wireless ISPs 

2-6 

WiMAX promotes a new standard for last-mile wireless technologies
designed to provide broadband connectivity to homes, businesses and 
Wi-Fi “HotSpots”, competing with today’s wireline DSL, cable, and T1
broadband access systems. Until now, the uptake of BWA technologies
has been restrained by the lack of interoperability between the
equipment of the industry’s many manufacturers and the availability of
standards-based, volume components. Led by the initiative of leading
Wi-Fi and BWA component suppliers like Intel and Netronics,
interoperable WiMAX-Certified systems built upon standards-based
silicon will help broadband wireless access to achieve its full mass-
market potential as a price-competitive and flexible alternative to wired
broadband solutions.



 Industry Standards and Organizations 

WiMAX will accelerate and increase the success of future 
interoperability by providing tools for conformance testing now. Tools 
can be used during the equipment maker's system development process 
today to ensure conformance with the current standards-based product 
roadmap as it evolves. 
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Netronics has signed a strategic agreement with Intel to work together to
incorporate Intel’s pioneering 802.16a chips into the company’s coming 
line of next generation, interoperable Broadband Wireless Access (BWA)
systems. Working in close cooperation, Netronics is now developing next 
generation products based on Intel’s chips with the intention of being
one of the first to launch a WiMAX-Certified system.
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Sectorized Cellular Architecture 
The primary architecture for deploying wireless broadband access is a 
sectorized cellular model. The basic geographic unit of a cellular system 
is the cell. Cells are base stations transmitting over small geographic 
areas that are represented as hexagons. The term cellular comes from 
the honeycomb shape of the areas into which a coverage region is 
divided. Each cell size varies depending on the landscape. Because of 
constraints imposed by natural terrain and man-made structures, the 
true shape of cells is not a perfect hexagon. 

To increase capacity and enable a better utilization of the available 
frequencies, directional antennas are used to provide several sectors 
within each cell. Unlike in an omni-directional antenna, where power 
radiates equally in all directions in the horizontal (azimuth) plane, a 
directional antenna concentrates the power within a desired 
geographical area in certain directions. The radiative properties of these 
antennas are described by a radiation pattern, which is a plot of the 
radiated energy from an antenna measured at various angles at a 
constant distance from the antenna in a particular plane. Typically, the 
plot is presented in the pictorial form of a polar plot for a 360-degree 
angular pattern as illustrated Figure  3-1. The position of maximum 
radiated power, known as the bore-sight, is at the 0o. The radiation 
power is plotted against the angle with respect to the bore-sight 
direction. The plot consists of a main lobe (also referred to as front 
lobe), which contains the bore-sight, and several minor lobes including 
side and rear lobes. Between these lobes are directions in which little or 
no radiation occurs. These are termed nulls. Nulls may represent a 30 
or more dB reduction from the power at bore-sight (less than one-
thousandth the energy of the main beam) in transmitted signal level in 
that direction. The dotted circles in Figure  3-1 are used to indicate the 
magnitude of the radiation. The angle between the two points where the 
power is one-half the main lobe’s peak value is known as the beam 
width of the antenna. 

Directional antennas have been deployed in the cellular networks to 
enhance the radio capacity. There are several different sectorization 
schemes, varying on the number of sectors or antennae, the beam width 
of the antenna, and the orientation of the bore-sight directions. 
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 Sectorized Cellular Architecture 

Figure  3-1: Polar plot of the radiation pattern of a directional antenna 

 

Figure  3-2 details a sectorized cell architecture with overlapping, 
contiguous cells. 

nables an operator to customize coverage with respect 
to capacity, red

Figure  3-2: Sectorized Cellular Architecture  

Sectorizing cells e
undancy and range.  
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In sectorized cellular architecture, each Base Station is comprised of 
several Access Units connected to directional antennas. Each Access 

ution of 
et and 
g the 

eline at the edge of town. In this case, 
 cove

igured 
(3) 120° sectors with an 8 (eight) kilometers radius providing 

. 

Units serves customer in a specific sector, defined by the beam-width of 
the antenna. Sectorization also helps preventing unnecessary 
interference from other systems as well as from neighboring sectors, 
because they only transmit and receive radio signals in the specific 
direction defined by the characteristics of the antenna. 

Desired cell’s structure depends on various factors, including 
topography of the area that should be served and distrib
customers in the area. In wireless broadband, RF is a critical ass
it should never be “wasted” or over deployed. Flexibility in selectin
number of Access Units in the base station and the antennas to be used 
is important for various reasons: 

a. Not all cells originate in the middle of the area needing coverage. For 
example, a tower may be on a ridg
no rage may be needed for the side of the tower opposite the town.  

b. For areas with low customers density, a smaller number of Access 
Units using relatively wide sectors may be sufficient. In very dense 

approximately 200 square kilometers of coverage (cell area = πR2). 
However, we have some customers with as many as eighteen (18) 60° 
antennas on a single tower where each sector is served by three (3) 
Access Units for increased capacity, and as little as one (1). Many cells 
in very flat areas achieve coverage of more than 700 square kilometers
Your configuration will depend on a variety of factors from customer 
density and availability, topography, and antenna height. The 
subsequent chapter on design will discuss in detail these important 
issues. 

 

 Essential Guide to Wireless ISPs 

3-4 

areas narrower sectors will be needed, and in some cases two or three
Access Units per sector may be needed to support the bandwidth
demand.

data shows that the average cell in U.S. markets is conf
with three
Netronics



 Micro-cellular Architecture 

Micro-cellular Architecture 
Occasionally, dense customer availability, limited access to highly 
placed antennas or other factors may lead to a decision to deploy a 
micro-cell. A micro-cell is generally regarded as a cell approximately 1.5 
kilometers or less in radius. Such cells are usually deployed using omni 
antennas mounted at heights of 15 meter or lower. The environment 
may be dense enough such that even this small a cell can achieve full 
capacity. Often such cells are installed in a contiguous manner, such as 
linearly following city streets, installing the equipment on utility polls or 
roofs. This can dramatically alter the economics of wireless broadband 
deployments. 

Another excellent choice for micro-cellular deployment is for MDU 
(multi-dwelling unit) campus environments, such as sprawling garden 
style apartments, dormitory areas, and light industrial complex parks. 
Such a model seeks to take advantage of the high user density in these 
areas.  

Installation of the micro-cell base station equipment is generally far less 
expensive in terms of labor deployment and monthly lease costs 
compared to a typical tower.  

Users are typically so close to the base station that they may not need 
any exterior antenna. This permits a 100% RF model; no use of new or 
legacy wiring is required. This also greatly reduces truck roll costs and 
eliminates hassles over unsightly multiple antenna attachments. 

Cell Extension 
In many cases certain areas may not be reached due to obstacles or 
range limitations that inhibit deployment of a base station that can 
cover the area. The reach of a cell can be extended using a cell extender 
(also called a repeater) to provide coverage to areas that could not 
otherwise be served. In addition, cell extension can be used to serve 
small remote clusters of subscribers where subscriber density or other 
economic factors do not warrant a completely dedicated cell. 

Cell Extenders that operate in mixed radio bands offers additional 
benefits: Operators that typically provide services using the 2.4 GHz or 
5 GHz band, can benefit from the advantage of operating locally in the 
900 MHz band, being able to provide services to customers within a 
radius of half a mile in non line of sight environments with heavy foliage 
and other obstacles. 
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Introduction 
Within the served area, the service provider is likely to gain access to all 
customer types, from large commercial multi-tenant units (MTUs), 
multi-dwelling units (MDUs) and small/medium enterprises (SME), to 
small office/home office (SOHO) and single-family residences. MTUs 
and SMEs can be particularly attractive since businesses need larger 
bandwidth allowances to support many employees needing Internet 
access to run the business. How such locations are connected can 
differ. 

Each of these customer types can likely be found within the footprint of 
your cell. You must decide which customers will be your priority focus 
that best enables you to achieve your business goals. You will likely 
have a blend of customer types, as you seek to leverage your capacity 
both day and night. However, you must be aware of the revenue impact 
of each customer type on your operations. 

  

MDU/MTU Customers 
The telecom market for Multi-Dwelling Unit/Multi-Tenant Unit 
applications is expected to experience rapid growth in the coming years. 
One factor contributing to this expected growth is the deployment of 
high-speed Internet connections to the MDU/MTU market, which will 
enable the delivery of value-added services such as e-commerce, 
telephony and video. The demand for broadband equipment will grow 
correspondingly in order to build the infrastructure needed to deploy 
these services. 

The MDU/MTU market is divided into three major segments: 

Residential MDUs 
Residential MDUs make up the largest segment in the MDU/MTU 
market. This segment includes multi-dwelling buildings from the size of 
skyscrapers to garden-style complexes. 

Typical service requirements of customers belonging to this segment 
are: 

� “Always-on“ or service-on-demand 

� 256-768Kbps downstream, 64-128Kbps upstream 
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� Simultaneous telephone and Internet access 

� 1-2 Standard RJ-11 interface for analog phones 

� One bridged Ethernet RJ45 or USB port enabling the formation of a 
home network 

Commercial MTUs  
The second-largest segment in the MDU/MTU market, Commercial 
MTUs, includes business buildings, commercial/industrial campuses, 
office complexes and malls. Broadband service providers have bypassed 
this segment of the market in favor of more densely populated office 
properties, which has left many businesses in industrial parks with 
limited technology options. 

Typical service requirements: 

� “Always-on” or service on demand 

� 256-1500 Kbps downstream, 128-256 Kbps upstream 

� Secure VPNs 

Hospitality segment 
The Hospitality segment consists mainly of hotels serving business 
travelers. These travelers rely heavily on access to the Internet and 
demand fast Internet access and secure VPNs. Hotels with old-
fashioned access systems based only on phone lines and dialup service 
may lose these business travelers who often find it hard to 
communicate with their Service Providers on the road. Therefore, 
alliances between service providers and hotels give better service to 
business travelers while the profit and cost of equipment can be shared 
between the Service Providers and the hotel. In addition, the billing 
module is simplified for both Service Providers and hotels. 

Typical Service requirements: 

� “Always-on“ or service-on-demand Internet access 

� 128-768Kbps downstream, 64-128Kbps upstream 

� Standard RJ-45 or USB interface  

� Encrypted VPNs 

� Connection to a service provider 

� Plug & Play application 
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When connecting to MTUs and MDUs, it is typical to provide a high 
capacity bridge connection to the building itself. The connection then 
enters a switch and router whereby dedicated category 5 cables then 
connect the individual businesses or residents within the building. In 
this sense, all the customers having access share the same bridged 
connection, but each pays a monthly fee corresponding to their usage. 
Most operators tier their pricing with business based not only on the 
bandwidth provided, but also the number of users utilizing the 
connection at each business. It is not uncommon that such a single link 
to a MTU can generate many hundreds of dollars per month in revenue.  

SMEs can be similarly connected but such links generally refer to 
connection of freestanding businesses.  

 

SME Customers 
SME customers has from 10 to a few hundred employees, and in many 
cases need VPN to support telecommuters. In SME applications the 
BWA CPE is connected to a router/switch for data services (typically up 
to 40 workstations). In many cases there are requirements to support 
Leased Line E1/T1 and Fractional E1/T1 voice and data services, as 
well as PRI or full PBX telephony services. 

Typical service requirements: 

� “Always-on”  

� 512-2000 Kbps downstream, 128-512 Kbps upstream, or E1/T1 
Leased Line 

� Secure VPNs 

� Other security and protection features 

SOHO Customers 
A SOHO customer runs a small business from their home or 
telecommutes from home. In the case of the SOHO telecommuters, the 
monthly connection fee becomes part of their business expense so the 
cost burden is not borne by the user, but by their employer or business. 
Like SMEs, the SOHO user needs the bandwidth to achieve productivity 
gains. 

Typical service requirements: 
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� “Always-on” or service on demand 

� 256-1500 Kbps downstream, 128-256 Kbps upstream 

� Secure VPNs 

�  Simultaneous telephone and Internet access 

� 1-2 Standard RJ-11 interface for analog phones 

� One bridged Ethernet RJ45 or USB port enabling the formation of a 
small network 

Residential Customers 
The single-family residence may also want a high-speed connection, but 
such is more generally regarded as a luxury and opposed to a necessity. 
The monthly fee for access comes directly from the household budget. 
For this reason, price pressure may be strongest at this level. Contrary 
to business customers, the residential user is most active between the 
hours of 3PM and 9PM. The users within a residence can include 
children using the Internet after school. 

Typical service requirements: 

� “Always-on” or service on demand 

� 256-768 Kbps downstream, 64-128 Kbps upstream 

� Simultaneous telephone and Internet access 

� 1-2 Standard RJ-11 interface for analog phones 

 

As well, the residential customer may require more support since they 
have no IT staff and the home usually includes novice users. It is likely 
they are not prepared to pay for the additional support. Businesses, 
especially those without dedicated IT staff, may be inclined to purchase 
additional services. 
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Interestingly, Netronics  experience shows that residential customers
often are the most intensive bandwidth users as they use their high-
speed connections to download large content such a movies and music.
Business users by contrast seem to use their bandwidth more
judiciously and only as necessary to conduct business. Businesses are
also most likely to monitor employee usage.
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Law Enforcement and Public Safety 
Agencies 

Another unique opportunity for wireless broadband operators is in the 
area of law enforcement and public safety. Law enforcement and public 
safety agents need access to critical data, such as mug shots or video 
surveillance or simple server access, in order to be effective. A unique 
requirement of this sector is the need to access information remotely 
from vehicles, either from stationary positions (regarded as nomadic) or 
while moving. This poses unique requirements on the network and the 
product. As well, these are mission critical applications; reliability and 
data security are far more important than very high bandwidth. The 
implications for this application for the service provider are significant. 
The revenue generating services would be under contract from a very 
stable source – government. As well, these services can exist in tandem 
with your fixed wireless operations as separate VLANs, providing 
important supplemental revenue to shorten the return on investment 
(ROI) or fund expansion. In addition, mobile services may require less 
overall capacity since usage tends not to be as constant as fixed users. 
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Quality of Service  

General 

Best Effort Service 

Having a best-effort service, an application sends data whenever it feels 
like, as much as it feels like. The network elements try their best to 
deliver the packets to their destination without any bounds on delay, 
latency, jitter etc. This service is delivered by most current IP networks. 

What is Quality of Service? 
Quality of Service (QoS) is the set of service requirements to be met by 
the network while transporting a flow. A flow, in this context, is a 
packet stream from source to a destination with an associated QoS. 
From the network’s point of view, QoS is the capability to differentiate 
between the flows and provide better service to selected ones.  

Major QoS metrics include Throughput (the amount of available 
bandwidth, i.e. how much traffic can get across the network), Delay 
(time for a packet to travel from end to end through the network), Jitter 
(variation in the delay encountered by similar packets following the 
same route), Service Availability and Packet Loss Rate (rate at which 
packets are dropped, lost or corrupted). Any network design should try 
to maximize the service availability and the throughput, reduce the 
delay, and try to eliminate the jitter & packet loss. 

Service Level Agreement (SLA)  
A Service Level Agreement (SLA) is a contract between a service provider 
and a customer that specifies in measurable terms the service to be 
provided by the network service provider. Many Internet service 
providers (ISPs) provide their customers with an SLA.  

The SLAs will typically specify service availability (what percentage of 
the time services will be available?), QoS parameters (such as 
Committed Information Rate (CIR), Maximum Information Rate (MIR), 
average round-trip delay, etc.), Help-Desk response times (for various 
classes of problems) etc. 

SLA guarantees may require the service providers to provide some type 
of economic relief should they fail to meet their obligations. Therefore 
engineering the network to meet (or exceed) all SLAs offered to 
customers, and measuring service-level actually provided to costumers 
is very important. 
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In many cases the service provider does not have control of the 
complete network, particularly the core network. In these cases he 
should reach a “back-to-back” SLA with the primary service provider. 

Why is QoS required? 
Different applications require different services from the network. 
Interactive real time applications (e.g., voice communication) are 
sensitive to end-to-end delay and jitter (long delays reduce the 
interactivity of the communication) but typically are less sensitive to 
error rate. Non-interactive real time applications (e.g., one way 
broadcast) are not sensitive to end-to-end delay but are affected by 
jitter. Non real time applications (also called elastic applications) are not 
delay/jitter sensitive but typically are more sensitive to error rate. 

Customers are ready to pay for preferential treatment of their traffic. 
Since we can’t have separate network connections for each of our 
customers/applications, the network need to support multiple kinds of 
traffic over the same network links.  

There is a growing and urgent need for Internet Service Providers (ISPs) 
to be able to guarantee certain levels of service quality according to the 
users needs and the size of their wallets. Such guarantees are typically 
done in terms of a Service Level Agreement (SLA) between network users 
and the provider.  

QoS can’t be achieved simply by increasing capacity: 

� No matter how high the capacity, congestion will always occur for 
short periods since data is inherently bursty. Even with faster WANs 
the speed mismatch at the LAN/WAN border will remain and traffic 
from LAN is likely to congest the WAN link.  

� Bandwidth alone doesn't ensure low and predictable delay (real-time 
applications might get stuck behind large file transfers, for 
example).  

Therefore, QOS mechanisms are important because they enable 
networks to deliver defined levels of service with the existing network 
infrastructure. 

Methods for providing QOS    
There are two basic models for providing QOS: 
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Reservation-based model 
In the Reservation-based model resources are reserved explicitly. The 
network classifies incoming packets and uses the reserved resources to 
provide a differentiated service. Typically, a dynamic resource 
reservation protocol is used, in conjunction with admission control, to 
make reservations. 

Reservation-less model 
 In the Reservation-less model no resources are explicitly reserved. 
Instead, traffic is differentiated into a set of classes, and the network 
provides services to these classes based on their priority. However, it is 
necessary to control the amount of traffic in a given class that is allowed 
into the network, to preserve the quality of service being provided to 
other packets of the same class. 

QoS Network Architectures 
QoS assurances are only as good as their weakest link. The QoS "chain" 
is end-to-end between sender and receiver, which means every 
switch/router along the route, must have support for QoS (in a 
consistent manner, from end to end). 

In typical IP networks, end users are attached to an Ethernet LAN. LANs 
are connected into Wide Area Networks (WANs) via IP access network 
(typically routers) connected to a core network (typically built with ATM 
switches / MPLS switches). Assuring QoS requires implementing QoS 
mechanisms throughout the network (i.e. in the LAN, Access and Core). 

In the LAN, switches may use 802.1p prioritization (described in IEEE 
802.1p Prioritization on page 5-5) and support different classes of traffic 
(using multiple queues). In addition they may support Subnet 
Bandwidth Manager to control LAN resources (note though that 
network’s bottleneck is typically the WAN and not the LAN). 

Coming to the Access and the Core networks, QoS architecture must 
remove as much of computation intensive functions as possible from 
the core (backbone) routers, and push these functions towards the edge 
routers. That way, the core routers would be free to do high-speed 
forwarding of the packets and remain simple to manage. 

Edge routers will typically perform all policy related processing such as 
classification, metering, marking etc. Resource provisioning at the edge 
would be done with IntServ (reservation-based) model and RSVP. 
IntServ doesn’t scale well to the core. 

 Essential Guide to Wireless ISPs 

5-4 



 Law Enforcement and Public Safety Agencies 

At the core DiffServ (reservation-less) model might be used to keep the 
number of traffic aggregates at a manageable level. Either MPLS  and/or 
ATM with its built-in QoS mechanisms can be used in the core.  

IEEE 802.1p Prioritization 
Local Area Network (LAN) must enable QoS so high-priority frames 
receive high-priority treatment as they traverse the network.  

Common LAN technologies such as Ethernet (802.3) and wireless LAN 
(802.11) were not originally designed by IEEE (in 802.1D, the 
specification for MAC bridges and switches) to be QoS-capable. As a 
shared broadcast medium or even in its switched form, Ethernet 
provided a service analogous to standard "best effort" IP Service, in 
which variable delays can affect real-time applications.  

IEEE 802.1p, originally a supplement to the earlier version of 802.1D, 
introduced a new concept, namely “traffic class”.  

Note that with the publication of the 1998 version, the traffic-class 
supplement was incorporated into 802.1D, and the designation 802.1p 
is no longer used. 

The goal of the traffic-class addition to 802.1D is to enable switches and 
bridges to support time-critical traffic, such as voice and video. 

The 1998 version of IEEE 802.1D distinguishes three concepts: 

� User Priority is a label carried with the frame that communicates 
the requested priority to downstream nodes. Typically it has end-to-
end significance across bridged LANs. 

� Access Priority is used to compete for access to the shared LAN. The 
switch/bridge assigns an access priority based on incoming user 
priority. 

� Traffic Class is used to determine the relative priority of the queues 
holding frames for transmission via a given port. Higher traffic class 
frames are transmitted before lower traffic class frames. Traffic class 
is assigned on the basis of incoming user priority. 

A bridge may support up to eight different traffic classes on any 
outbound port by implementing up to eight distinct queues for that 
port. Once user traffic was mapped into traffic classes a proper 
scheduling scheme should be applied to support traffic prioritization. 
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The most common scheduling scheme in the LAN is strict-priority (SP), 
where a frame may be transmitted from a queue only if all higher-
priority queues are empty. Within each queue frames are typically 
transmitted in First-In-First-Out (FIFO) manner. Note that using SP 
scheme, lower-priority frames may be stuck indefinitely during 
congestion since all resources are allocated to higher-priority frames.   

Since 802.3/802.11 doesn’t support priority, their frame formats do not 
include a priority field. Therefore, mapping traffic into traffic classes is 
based on the 3-bit priority field contained in the 802.1q header. 

 The standard defines seven traffic types/classes that can benefit from 
segregation from each other. Depending of the number of queues 
available in the switch/bridge, user priority will be mapped to traffic 
classes: 

 

Table  5-1: Traffic Types and Classes 

Traffic Type Characteristics Traffic class 

Network 
control (NC) 

Time critical or safety critical traffic needed to maintain 
and support the network infrastructure, such as routing 
protocol frames. 

7 

Voice (VO) Time-critical traffic characterized by less than 10ms 
delay, such as interactive voice. 

6 

Video (VI) Time-critical traffic characterized by less than 100ms 
delay, such as interactive video. 

5 

Controlled 
load (CL) 

Non-time-critical but loss sensitive traffic, typically used 
for business applications subject to resource reservation 
and admission control. 

4 

Excellent 
effort (EE) 

Non-time-critical, loss sensitive with lower priority than 
controlled load (“best-effort for important customers”). 

3 

Best effort 
(BE) 

Non-time-critical, loss insensitive (traditional LAN traffic). 2 

Background 
(BG) 

Non-time-critical, loss insensitive, with lower priority than 
best effort (traffic permitted on the network, that should 
not impact other users). 

0 

 

 

 Essential Guide to Wireless ISPs 

5-6 



 VLANs 

VLANs 
As networks have grown in size and complexity, many companies have 
turned to Virtual Local Area Networks (VLANs) to provide some way of 
structuring this growth logically. Basically, a VLAN is a collection of 
nodes that are grouped together in a single broadcast domain that is 
based on something other than physical location.  

Here are some common reasons why a company might have VLANs:  

� Security - Separating systems that have sensitive data from the rest 
of the network decreases the chances that people will gain access to 
information they are not authorized to see.  

� Projects/Special applications - Managing a project or working with a 
specialized application can be simplified by the use of a VLAN that 
brings all of the required nodes together.  

� Performance/Bandwidth - Careful monitoring of network use allows 
the network administrator to create VLANs that reduce the number 
of router hops and increase the apparent bandwidth for network 
users.  

� Broadcasts/Traffic flow - Since a principle element of a VLAN is the 
fact that it does not pass broadcast traffic to nodes that are not part 
of the VLAN, it automatically reduces broadcasts. Access lists 
provide the network administrator with a way to control who sees 
what network traffic. An access list is a table the network 
administrator creates that lists which addresses have access to that 
network.  

� Departments/Specific job types - Companies may want VLANs set 
up for departments that are heavy network users (such as 
multimedia or engineering), or a VLAN across departments that is 
dedicated to specific types of employees (such as managers or sales 
people).  

While you can have more than one VLAN on a switch, they cannot 
communicate directly with one another on that switch. If they could, it 
would defeat the purpose of having a VLAN, which is to isolate a part of 
the network. Communication between VLANs requires the use of a 
router. 
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IP Services at the CPE 

NAT 
NAT (Network Address Translation) is the translation of an IP address 
used within one network to a different IP address known within another 
network. NAT services is usually achieved by installing a router at the 
customer premises, which maps the customer’s private network 
addresses to a single global IP address, which complies with the IP 
addresses range of service provider. For incoming packets, the NAT 
router un-maps the global IP addresses back into local IP addresses. 
This feature enables the subscriber to use a single IP address in its 
communication with the Internet while maintaining a private 
addressing space for the local network. The NAT feature also helps to 
ensure subscriber’s security and privacy, since the private IP address of 
a PC within the local network is not published on the Internet and 
therefore cannot be remotely accessed.   

DHCP  
Dynamic Host Configuration Protocol (DHCP) is a communications 
protocol that allows network administrators to manage centrally and 
automate the assignment of IP addresses in an organization's network. 
Using the Internet Protocol, each machine that can connect to the 
Internet needs a unique IP address. When an organization sets up its 
computer users with a connection to the Internet, an IP address must 
be assigned to each machine. Without DHCP, the IP address must be 
entered manually at each computer and, if computers move to another 
location in another part of the network, a new IP address must be 
entered. DHCP lets a network administrator supervise and distribute IP 
addresses from a central point and automatically sends a new IP 
address when a computer is plugged into a different place in the 
network.  

DHCP uses the concept of a "lease" or amount of time that a given IP 
address will be valid for a computer. The lease time can vary depending 
on how long a user is likely to require the Internet connection at a 
particular location. It's especially useful in education and other 
environments where users change frequently. Using very short leases, 
DHCP can dynamically reconfigure networks in which there are more 
computers than there are available IP addresses.  
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Figure  5-1: DHCP Client-Server Handshake 

DHCP Server 

A dedicated server on the customer’s LAN, which is responsible for 
automatic assignment of IP addresses to users connected to the same 
LAN.  

After connecting to the network, each PC on the LAN obtains a dynamic 
IP address from the DHCP server, saving the efforts of configuring each 
PC with a unique static IP addresses.   

DHCP Client 

The DHCP Client software is usually embedded in the operation system 
on the user’s workstation.  

DHCP Relay Agent 

A DHCP relay agent is any host that forwards DHCP packets between 
clients and servers. Relay agents are used to forward requests and 
replies between clients and servers when they are not on the same 
physical subnet. Relay agent forwarding is distinct from the normal 
forwarding of an IP router, where IP datagrams are switched between 
networks somewhat transparently. Relay agents receive DHCP messages 
and then generate a new DHCP message to send out on another 
interface. 

The DHCP relay agent is usually implemented in the CPE router, 
avoiding transmission broadcasts of DHCP requests to the operator’s 
networks.   
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Figure  5-2: DHCP Client-Relay-Server Handshake Process 

Firewall 
A firewall is a set of related programs, located at a network gateway 
server that protects the resources of a private network from users from 
other networks. An enterprise with an intranet that allows its workers 
access to the wider Internet installs a firewall to prevent outsiders from 
accessing its own private data resources and for controlling what 
outside resources its own users have access to. 

Basically, a firewall, working closely with a router program, examines 
each network packet to determine whether to forward it toward its 
destination. A firewall also includes or works with a proxy server that 
makes network requests on behalf of workstation users. A firewall is 
often installed in a specially designated computer separate from the rest 
of the network so that no incoming request can get directly at private 
network resources.  

Following are some common firewall features: 

DMZ (Demilitarized Zone) 

The DMZ feature allows one PC on the local network to be exposed to 
the Internet for using special-purpose services that requires access of 
outside users, e.g., Web sites, video-conferencing or Internet gaming.  

Port Filtering  

This feature enables the user to block outgoing or incoming data 
packets according to certain TCP/UDP ports. 

SPI (Stateful Packet Inspection) 

This feature checks the state of a packet to verify that the destination IP 
address matches the source IP of the original request.  
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WAN Filtering  

By enabling this feature the subscriber can prevent the local network 
from being accessed by outside users.  

 

Routing services at the CPE 

Dynamic Routing   

With dynamic routing the CPE router is able to automatically adjust to 
the physical changes in the external network’s layout. The router, 
usually using RIP (Routing Information Protocol), determines the 
network packets’ route based on the lowest number of hops between the 
source and destination. The RIP protocol regularly broadcast routing 
information to other router on the network every 30 seconds providing a 
current and reliable information concerning the network status.   

Static Routing  

In cases where the CPE router is connected to more than one network, 
it might be necessary to set up a static route between the networks. A 
static route is a pre-determined pathway that data packets must travel 
in order to reach a certain host or network.  

VPN (IPsec) 
Virtual Private Networking (VPN) is a security feature, which basically 
creates a secure connection between two local area networks over 
unsecured public networks. The IPsec (Internet Protocol Security) 
standard is an ideal solution for providing enhanced security features 
by creating a VPN tunnel between any pair of sites connected to the 
network in the network. Confidentiality is achieved through encryption 
using the Data Encryption Standard (DES), which uses a 56-bit key for 
encryption, or through its variant, the 3DES, which encrypts the data 
three times using three different keys. Though IPsec was designed 
primarily for data confidentiality, this standard allows mechanisms of 
authentication and authorization to be as a part of the IPsec process.  
The IPsec protocol has become recently the de facto industry standard 
for achieving secured cooperate communication.  
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The VPN feature enables the service provider to offer security services 
for residential or SOHO and SME users in two most common 
configurations: 

� Site-to-Site Secured Connectivity – A secured VPN connectivity 
among a few small-sized branch offices can be simply achieved by 
creating a VPN tunnel between each office and a central VPN 
concentrator preventing exposure of sensitive data to unauthorized 
parties.  

 

PPPoE  

PPPoE Introduction 
The Point-to-Point Protocol (PPP) provides a standard method for 
transporting multi-protocol datagrams over point-to-point links. PPP is 
a well-known and proven way to assure a reliable and secure session-
based service. 

Modern access technologies are faced with conflicting goals. It is 
desirable to connect multiple hosts at a remote site through the same 
CPE access device while providing access control and billing in a similar 
manner to dial-up services using PPP. 

One of the most cost effective methods for attaching multiple hosts to 
the CPE access device is via Ethernet. The cost of the CPE access device 
must be kept as low as possible while requiring as little configuration. 

PPPoE allows PPP to be transmitted over Ethernet. This enables the 
provider both the advantages of the well-known Ethernet media and the 
advantages of a dial-up connection, in an always-on access network.  

PPPoE provides the ability to connect a network of hosts over a simple 
bridging access device to a remote Access Concentrator (AC).  With this 
model, each host utilizes it's own PPP stack and the user is presented 
with a familiar user interface.  PPPoE is easy to use - users accustomed 
to traditional dial-up will already be familiar with the PPPoE connection 
model.  
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Secured Internet access - For residential or SOHO users who are 
concerned about their data security while transmitted over the 
Internet, an IPsec tunnel can be created between the 
VPN client at the customer premises and a central VPN 
concentrator which resides at the PoP or NOC.  



 PPPoE 

Many large ISPs require customers to connect through PPPoE to their 
broadband service. Using PPPoE, the provider can easily perform the 
following on a per-user, rather than a per-site, basis:  

� Support security and access-control - username and password are 
required in order to enter the network. The provider can track IP 
address to a specific username and password. 

� Allocating IP address to home computers (similar to DHCP). IP 
addresses provisioning can be done per user groups. 

� Support different QoS and Service Level Agreements (SLA). 

� Distinguish between different subscribers (or groups of subscribers) 
and bill them accordingly. 

� Offer services from different ISPs via the same access network - 
when a user opens the session a web page with different available 
providers can be presented, and give the user service (including all 
the above – authentication, IP allocation etc.) according to chosen 
service provider. 

How does PPPoE work?  
To provide a point-to-point connection over Ethernet, each PPP session 
must learn the Ethernet address of the remote peer, as well as establish 
a unique session identifier.  PPPoE includes a discovery protocol 
enabling a Host (client) to discover all available ACs (servers) and select 
one.   

When Discovery completes successfully, both the Host and the selected 
AC have the information they will use to build their point-to-point 
connection over Ethernet.  Once a PPP session is established, both the 
Host and the AC allocate resources for a PPP virtual interface. 

In the discovery stage, the Host broadcasts an Initiation (PPPoE Active 
Discovery Initiation - PADI) packet, one or more ACs send Offer (PPPoE 
Active Discovery Offer - PADO) packets, the Host sends a unicast 
Session Request (PPPoE Active Discovery Request - PADR) packet to the 
selected AC which in turn sends a Confirmation (PPPoE Active 
Discovery Session-confirmation - PADS) packet.  When the Host 
receives the Confirmation packet, it may proceed to the PPP Session 
Stage.  When the AC sends the Confirmation packet, it may proceed to 
the PPP Session Stage. 
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PPPoE Active Discovery Terminate (PADT) packet may be sent by either 
the Host or the AC to indicate that a PPPoE session has been 
terminated. Once received, no further PPP traffic can be sent using that 
session. 

Once a session has been established, PPPoE utilizes tunnels PPP 
messages within Ethernet packets.  

Some deployment considerations 
PPPoE AC typically connects to a Radius server to authenticate requests 
and get information regarding the user in order to connect him with the 
correct attributes. 

PPPoE ACs are often integrated in other networking equipment (such as 
routers).  

In the user end point a PPPoE client is needed. This software is 
commercially available low-cost product (3-4$ per user).  

Due to encapsulation used by PPPoE, it supports a maximum MTU of 
1492 bytes (vs. 1500 bytes in Ethernet). The MTU used by the operating 
system should be adjusted to be less than 1492-bytes or else packets 
sent over the PPPoE connection will be lost (customer applications won't 
work and often their connection to the Internet will get dropped). 
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Chapter  6 - Business Case Analysis  

It must be emphasized that many applicable issues, especially costs, 
vary significantly amongst countries and even regions. Issues such as 
the competitive landscape, labor costs, charges, customers’ profile etc. 
affect the business model. All figures in this chapter are used solely for 
illustrative purposes. 

Like any other healthy business, the WISP business should be based on 
a robust, flexible business models that balance investment with 
revenues. Operators must ask the following key questions before 
starting a new venture: 

� Which end user segments generate the most attractive revenues in 
relation to the initial investment? 

� What revenues can be expected and what services will generate 
these revenues? 

� How can we leverage existing infrastructure and experience? 

� What level of investment is realistic? 

� How can we create stable and increasing revenues? 

� How soon can we be profitable (and not merely EBITDA positive)? 

� How quickly can we generate positive cash flows? 

This section examines how operators can deploy Wireless Broadband in 
to make money. It looks at the business case for Wireless Broadband, 
particularly for operators in suburban to rural environments, and 
examines which end user segments can be most profitable. It identifies 
the capital costs involved in building a Wireless Broadband network and 
assesses the operational expenditures required to run the network and 
make it cost effective. 

Why is the business case for Wireless Broadband so positive? 

The answer here lies in three main areas: 

� The revenues that can be expected compared to the costs -both 
CAPEX and OPEX - that are necessary to deliver new services 

� The attractiveness of Wireless Broadband generated services to a 
range of customer segments 

� The fact that Wireless Broadband is rapidly transitioning from a 
luxury to an absolute requirement and the limited availability of 
DSL and Cable. 

Let us look first at why Wireless Broadband is attractive in broad terms.  
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In the mid-to-late 1990s as deregulation opened up the last mile, speed 
to market was seen as the key success factor. Speed to profit was 
largely ignored. As weaker service providers consolidated, operators 
were forced to look in forensic detail at the business case before 
investing in new last mile technologies.   

For smaller operators in the Tier 2-4 markets, Wireless Broadband 
allows operators to profitably offer cutting edge broadband services in 
less dense environments.  Often, in cooperation with local governments 
(municipal and county), these operators encourage businesses and 
individuals with a need for global data reach, to stay in the smaller 
communities. Usually these operators are already serving the 
community with telco, cellular, cable, or utility services and are 
experienced in deploying and operating networks and have established 
relationships with the customer base. 

For larger operators the case for Wireless Broadband is similarly strong. 
There are clear benefits in an xDSL/Wireless Broadband or 
Cable/Wireless Broadband complementary strategy. Wireless 
Broadband allows the delivery of broadband services in remote areas 
where it is either impossible to deliver xDSL/Cable services cost 
effectively. In addition, because they already have an amortized 
infrastructure, Wireless Broadband can deliver these benefits at low 
cost.  

Wireless Broadband offers the means to: 

� Create a stable, predictable and increasing revenue stream in 
multiple customer segments 

� Focus the investment on specific geographies according the 
business plan 

� Link infrastructure investment to customer profiles as defined in the 
business plan 

� Add profitable services quickly, (not only EBITDA positive) over a few 
months 

� Become cash flow positive comparatively quickly 

� Build a network that can be expanded easily and cost effectively in 
line with market penetration 

� Re-deploy infrastructure assets as needed 
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The Market Model: Segments, 
Services and Revenues  

Operator revenues are the direct results of what the customer is willing 
to pay for that service, the alternative offered by the competition and the 
ability of the service provider to create positive business models from 
this revenue (assuming a certain penetration rate).  The flavor of last 
mile technology chosen is not in itself the main determinant of 
revenues. In markets where there is a high degree of competition, the 
goal must be to deploy Wireless Broadband technology and solutions to 
create competitive business models. In less competitive areas, Wireless 
Broadband provides a solution in environments where no other 
technology is viable. In both areas, what the customer is prepared to 
pay for specific services also has an effect on deployment choices.  

The main issues that should be addressed when building the market 
model are: 

� Total accessible market (TAM) 

� Market Segmentation -> TAM per market segment 

� Service Definition 

� Service bundles (voice, data, video) per market segment 

� Market share per segment 

� Service Adoption -> Market Penetration rate (rollout speed) 

� Traffic per user 

� Tariffs & Price Trends 

� Churn rate 

The market information will enable you to decide on your marketing & 
sales strategy, to estimate Average Revenues Per Customer (ARPU) and 
to build the revenues model. 
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The Costs  

CAPEX  
Looking at CAPEX first, for those established operators; Wireless 
Broadband represents a powerfully attractive last mile option. Some 
operators will have no need to spend the time and resources acquiring 
rooftop rights or tower space: Wireless Broadband base stations can sit 
beside their existing equipment. Nor will they require supplementary 
investment in switching or routing equipment or technology to connect 
the Wireless Broadband network nodes to the backbone network since 
these already exist as part of their systems. Moreover, billing and 
management systems are also present in the existing network. The 
savings here are considerable: in a typical green-field Wireless 
Broadband network built from scratch these investments can make up 
a substantial percentage share of overall CAPEX. 
 

Table  6-1: Major Capital Expenditure Components of Wireless Broadband 

Types Of CAPEX 
Investment 

Existing Operator – 
Investment Required? 

Greenfield Network – 
Investment Required? 

CPE Investments* Yes Yes 

Installation & 
Commissioning CPE* 

Yes Yes 

Radio / Network Planning Yes – Partial Yes 

Base Station Investment Yes Yes 

Roof / Tower site 
acquisition cost 

Yes – Partial Yes 

IP Switching/routing 
network 

Partial Yes 

Backhaul  Yes – Partial Yes 

Network management & 
NOC 

Partial Yes 

Customer care & billing Partial Yes 
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The policy of who and how is bearing the cost of CPE and its installation 
have a major impact on the business model. There are different CPE 
pricing policies, including: 

� CPE For Free: Subscriber gets CPE from Operator free of charge. 

� CPE Purchase: Subscriber buys CPE from Carrier (one-time 
revenue) 

� CPE Rental: Subscriber rents CPE from Carrier (recurring revenue). 

� CPE installation costs are either included in CPE price, or paid 
separately even if the selected CPE policy is either CPE for Free or 
CPE Rental. 

OPEX 
When we look at operational expenditures, a similar picture emerges. 
Existing Operators will already be amortizing the running costs of their 
existing owned backbone connectivity, routing/switching assets and 
network operations and management systems. Introducing a new 
Wireless Broadband network can be incorporated easily by these 
systems with minimal upgrade requirement. 

 
 

Table  6-2: Major Operational Expenses of Wireless Broadband 

Types Of OPEX Existing Operator – 
Expenses Required? 

Greenfield Network – 
Expenses Required? 

Roof / Tower Lease Yes – Partial Yes 

Base station O&M Yes – Partial Yes 

CPE O&M Yes Yes 

Network O&M Yes – Partial Yes 

NOC O&M Partial Yes 

Leased Line Rental Yes – Partial Yes 

Office Expenses Partial Yes 

Advertising / Subscriber acquisition Partial Yes 

Facilities Partial Yes 
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The Financial Plan 
With the previous data as background, this section will expand into a 
financial plan that covers all equipment related aspects.  Since the costs 
associated with possible existing network elements are so variable and 
particular to a given operation, this section will focus instead on those 
elements common to all Wireless Broadband deployments.  Specifically, 
it will take into account: 

Revenue 
� Monthly Fees 

� Install Fees 

CAPEX 
� Base station  

� RF Equipment 

� Simple Router 

� Power Supply & Chassis as required 

� Installation 

� Wireless backhaul equipment 

� CPE (Subscriber) equipment and installation 

OPEX 
� Maintenance for the above equipment 

 

What You Need to Know Before You 
Start 

There are several items that you need to know or have a starting place 
for before you start developing the business case financial plan.  The 
minimum listed below:  

1. What are the financial go/no-go criteria?  Financially, how is an 
acceptable business case determined?   
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2. What is the basic approach to rolling out coverage?  There are two 
basic approaches, big-bang and gradual.  In the big-bang approach, 
a large number of cells are rolled out at once.  For Gradual, a few 
cells are deployed at a time.  This also applies the number of sectors 
as well.   In both cases, a sufficient number of trial cells should be 
deployed to understand the technology and the business.  The most 
common approach seems to have shifted from the Big Bang to the 
Gradual method.  Most successful operators have used a 
combination of both, rolled out gradually until they had developed a 
rapidly repeatable approach that they then applied to different 
models. 

3. What services are planned?  This includes target customers as well 
as data rates and over subscription. There are a wide variety of 
services offered in the market today.  

Typical residential service would offer best effort service.  
Historically, this service requires about 12-15 Kbps per subscriber 
(averaged across all time).  For Example, if a given base station were 
to have 100 paying subscribers, it would need 120 – 150 Kbps 
capacity.  Residential service is mainly used at night and only 
requires about 10% of this capacity during the day. 

Typical small business service would include 256 Kbps and, often, a 
512 kbps service.  These services are usually oversubscribed 4 to 1.  
So, if a base station were to serve 10 businesses with 256 Kbps 
service, a capacity of 640 Kbps (256Kbps x 10 / 4). 

 Large business service would typically offer T1 rates and higher (1.5 
~ 10 Mbps).  These may be dedicated (no over subscription) or not, 
depending on service details.  When oversubscribed, a typical ratio 
is again 4:1. 

 Businesses are used primarily during the day and only requires 
about 10% of this capacity during the night.  This Residential – 
Night, Business- Day cycle means that the same infrastructure can 
be used to serve both customer bases at alternating times. 

 4. What is the price structure for these services that will be 
competitive?  This includes monthly fee and installation charge.   

5. What is the potential customer density of the target area and what 
penetration rates are achievable?  Suburban environments in the 
US range from 400 ~ 700 households/sq mi.  Small businesses are 
roughly 1/10 as dense (40 ~ 70 small businesses / sq mi).  There is 
approximately 1 large business for every 100 small businesses 
(1/1000 as dense as residences). 
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 More rural environments can have a significantly lower figure for 
household density.  This is due to both larger areas per household 
as well as large open spaces.  Since the open spaces are not served, 
primary interest is in the occupied portions of the area.  These 
occupied areas can range from 5 ~ 400 households / sq mi.  The 
ratios of small and large business to household density are the same 
as for suburban (1/10 & 1/1000). 

 Microsoft MapPoint Software or Census data can be used to 
determine densities on a zip code basis.  This, by itself, is not 
accurate enough for business case analysis because the area 
covered by a zip code is typically much larger than a cell.  However, 
using this data as a starting point and modifying it based on local 
knowledge will usually result in figures accurate enough for 
planning.   More detailed an accurate data bases may be obtained 
(MapInfo, ERSI, and other GIS software) for detailed system design 
or highly accurate business case development.  

6. From a technical system design perspective, what is the target 
environment, coverage and availability?  What is the driving service 
that will be used to define these?  These items must be defined in 
order to determine typical RF propagation and cell site coverage.   

 The target RF environment could be: 

¾ Line of Site – This is used when a relatively small number of 
subscribers are within site of the proposed base station.  Typical 
applications could include targeting a known set of specific 
businesses in an underserved area. 

¾ Suburban – This would be applicable to environments with 400 
~ 700 households / sq mi.  This would have mostly single story 
buildings but some two story and multi-story buildings.  
Subsets to this class would include light, medium, and heavy 
amounts of trees and hills. 

¾ Rural – This is applicable to mostly flat areas with few trees and 
buildings 

Coverage is a statistical value that quantifies the amount of area 
within a given radius that can be served by a give base station.  This 
is a statistical quantity since huge penalties would be paid in order 
to cover all locations.  Imagine those locations that are directly 
behind a massive building or at the bottom of a deep ravine, trying 
to reach these types of areas would cause a huge increase in the 
number of base stations required to cover a region with minimal 
practical gain.  A typical figure of 80 ~ 90 % coverage it typically 
used. 
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10. What is the maintenance cost?  For infrastructure equipment, 15% 
of the overall cost yearly is a reasonable sum for maintaining.  For 
subscriber equipment, 5% of the cost represents a reasonable 
figure.  
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Availability is also a statistical quantity that describes the amount
of time the service is available.  RF propagation is not a constant 
property, once communication is established; it does not mean that 
it will always be available.  RF blockage, fading, and equipment
failure are all potential factors that could disrupt service.   In the RF 
environment, fades in signal levels occur because of signal 
scattering, humidity, and many other factors. These factors tend to 
random and of short duration.   Equipment can be designed to
overcome some of these factors.  For example, equipment
uses a scheme that retransmits packets that were lost to one of
these temporary fades.  Therefore, fades appear impact the system
as a very slight degradation in capacity.  Other technologies must 
use pure RF power to overcome these fades, which is very expensive
and leads to a significant increase in the number of base stations
required to serve a give area.Netronics     typically designs its networks
for a 90 ~ 99% worst case link availability. This implies that the
worst case users will experience 1~10% retransmissions (appears as 
a slight increase in latency to the user) while the majority of the
users experience significantly less retransmissions.

Netronics

7. What Netronics equipment will be used (including BWA, backhaul, 
network management/configuration utilities and supplementary
equipment)?

8. What other, non-      equipment will be required at the cell site?
Typically, a simple switch or router is used at each base station.
These may range from a simple unit costing a few hundred dollars
to quite sophisticated and expensive units, depending on the
services and needs of the operator.  Typically, just a simple router
costing less than $500 is used.

Netronics

9. What is the backhaul cost?  Leased line costs can drive the
operational expenses for a base station out of site. If, for example,
two T1’s were needed at $1000/month, it means that for 40
residential subscribers $50/month for each subscribers would be
required just to pay for the backhaul! This same situation could be
solved by a using the Netronics NetLink D2411 or NetLink F   
units and would be completely paid for in a little over 3 months.
Needless to say, most successful business cases make extensive use
of wireless backhaul where they do not own the wireline
infrastructure.



 Example Scenarios 

11. What is the installation costs for the base stations and CPE 
equipment? Site preparation can be highly variable from a relatively 
clean install to one requiring new racks, cooling, power, cable ducts, 
rearranging existing equipment, etc.  It is important to have a fairly 
good understanding of the condition of the available or sites under 
consideration. 

 

Example Scenarios 
In this section, we will present two example business cases.  These are: 

� Business Only – Suburban Environment 

� Mixed Business and Residential – Suburban Environment 

In these scenarios, we will explore the impact on the financial results 
that result from targeting different end users and services.  In all of 
these scenarios we assume: 

1. For simplicity, a single cell site is considered   

2. we only take into account the elements associated with deployment 
of the BWA equipment. 

3. For Business service, we will assume: 

� 256 Kbps with 4:1 over subscription. 100% used during day, 10% 
used at night 

� Service ramps to full daytime capacity of base station within 18 
months 

� $300 monthly revenue, $600 install fee, $300 install labor cost 

� SU-A subscriber unit 

4. For Residential service, we will assume: 

� 15 Kbps (averaged across time), best effort service.  100% used at 
night, 10% used during daytime 

� Service ramps to full nighttime capacity of base station within 18 
months 

� $49 monthly revenue, $149 install fee 

� Three different subscriber units: 

¾ SU-A (SU Type 1):  $300 installation cost 
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¾ SU-R or SU-I with outdoor antenna (SU-Type 2):  $200 
installation cost 

¾ SU-R or SU-I with indoor antenna (SU-Type 3):  $100 
installation cost  

5. For suburban environment we assume: 

� 400 Households / sq mi 

� 40 Small Businesses / Sq mi 

� Minimal trees and hills 

6. We assume 80% coverage across the cell and 90% availability at the 
edge of the cell (worst case users) 

7. We assume that the cell site will be a single sector omni system for 
the first quarter (to prove business viability) and then the cell will be 
upgraded to 6 sector chassis based design.  Both configurations use 
a $5000 wireless backhaul system and the 6 sector design also uses 
a $1000 router. 

8. We assume that the maintenance costs for the infrastructure is 15% 
of the equipment cost yearly and the subscriber units are 5% of the 
equipment cost yearly  

9. We will assume that the single sector base station cost $500 to 
install and the 6 sector base station costs $5000 to install. 
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Business Only - Suburban 
In this scenario, businesses only targeted in a suburban environment. 

As shown in Figure  6-1, a penetration that ramps up to 26% is 
assumed.  While this may be high for locations with competing 
technologies, it is low for those areas with fewer options and may 
represent an average for a mixed coverage area. 
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Figure  6-1: Penetration for Business services 

Figure  6-2 shows the cells ability to deliver capacity vs. the subscriber 
capacity demand.  As can be seen, the ability to deliver capacity jumps 
in the second quarter of year 1 due to the upgrade in the base station 
from a single sector to 6 sectors.  The diagram also shows the resulting 
demand on the system to deliver capacity.  This curve follows the shape 
of the penetration curve and matches the ability to deliver capacity in 
the 6th quarter. 
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Figure  6-2: Business Services - Cell Capacity vs. Cell Demand 
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Using Netronics       radio planning tools, it was decided to use a cell range
of 1.9 miles.  With a radius of 1.9 miles, a cell will cover 11.3 sq mi.  At 
a density of 40 businesses per sq. mi., a Total Addressable Market
(TAM) of 454 businesses is achieved.
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Combining all of the financial elements into a single summary 
spreadsheet results in Table  6-3 and Table  6-4.  These results indicate 
a cumulative cash flow that turns positive in the 4th quarter.  When 
this is combined with the other operating expenses and equipment, it is 
anticipated that most business cases will turn a positive cumulative 
cash flow in 18 ~ 24 months.   

While the cumulative cash flow positive within a year is attractive, the 
revenue potential is limited to $100K per quarter.  As we will see, higher 
revenues are possible.   As we can see from Figure  6-2, the system goes 
largely unused at night.  This unused capacity represents unsold goods 
and a potential for greater revenue. 

 

Table  6-3: Business Only-Year 1 (in $) 

 Q1 Q2 Q3 Q4 

Revenues     

Service 1 2,041 12,248 30,621 51,035 

Installation Fee Service 1 2,722 10,888 13,609 13,609 

Total Revenues 4,763 23,136 44,230 64,645 

CAPEX     

Base Station equipment 14,150 18,830 0 0 

SUs Type 1 5,013 20,051 25,064 25,064 

Total CAPEX 19,163 38,882 25,064 25,064 

OPEX     

Base Station Maintenance 299 931 931 931 

SUs Maintenance 46 228 456 685 

Total OPEX 345 1,159 1,388 1,616 

Total Expenses 19,508 40,041 26,452 26,680 

Cash Flow -14,744 -16,905 17,778 37,964 

Cumulative Cash Flow -14,744 -31,650 -13,871 24,093 
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Table  6-4: Business Only-Year 2 (in $) 

 Q1 Q2 Q3 Q4 

Revenues     

Service 1 71,449 93,905 106,153 106,153 

Installation Fee Service 1 13,609 16,331 0 0 

Total Revenues 85,059 110,236 106,153 106,153 

CAPEX     

Base Station equipment 0 0 0 0 

SUs Type 1 25,064 30,077 0 0 

Total CAPEX 25,064 30,077 0 0 

OPEX     

Base Station Maintenance 931 931 931 931 

SUs Maintenance 913 1,187 1,187 1,187 

Total OPEX 1,844 2,118 2,118 2,118 

Total Expenses 26,908 32,195 2,118 2,118 

Cash Flow 58,150 78,041 104,035 104,035 

Cumulative Cash Flow 82,243 160,284 264,319 368,354 
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Mixed Residential & Business - Suburban 
In this scenario, a mixture of both residential and business is targeted 
in a suburban environment. 

The Total Addressable Market for both the residential and business is 
the same as presented in earlier sections.  Performing the same type of 
analysis as in the previous section but for the mixed case results in the 
penetrations shown below.  Note that these penetrations are slightly 
lower than those given in the previous scenarios because of the day-
night overlap of the services. 
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Figure  6-3: Penetration for Business Services-Mixed Scenario 

 

Penetration For Service 2
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Figure  6-4: Penetration for Residential Services-Mixed Scenario 

This penetration results in a capacity demand and the capacity delivery 
capability shown in Figure  6-5. 
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Capacity Demand & Cell Capacity
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Figure  6-5: Mixed Scenario - Capacity Demand and Capability  

 

Combining all of the financial elements into a single summary 
spreadsheet, results in Table  6-5 and Table  6-6. 
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Table  6-5: Mixed Business and Residential -Year 1 (in $) 

 Q1 Q2 Q3 Q4 

Revenues     

Service 1 2,041 12,248 30,621 51,035 

Service 2 3,334 13,337 26,674 40,012 

Installation Fee Service 1 2,722 10,888 13,609 13,609 

Installation Fee Service 2 6,805 13,609 13,609 13,609 

Total Revenues 14,902 50,083 84,514 118,266 

CAPEX     

Base Station equipment 14,150 18,830 0 0 

SUs Type 1 42,609 78,701 89,228 89,228 

SUs Type 2 6,315 17,366 15,787 15,787 

SUs Type 3 3,413 14,791 12,136 12,136 

Total CAPEX 66,487 129,687 117,151 117,151 

OPEX     

Base Station Maintenance 299 931 931 931 

SUs Maintenance 467 1,445 2,484 3,523 

Total OPEX 766 2,376 3,415 4,454 

Total Expenses 67,253 132,063 120,566 121,605 

Cash Flow -52,351 -81,981 -36,051 -3,339 

Cumulative Cash Flow -52,351 -134,331 -170,383 -173,722 
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Table  6-6: Mixed Business and Residential -Year 2 (in $) 

 Q1 Q2 Q3 Q4 

Revenues     

Service 1 71,449 88,801 95,946 95,946 

Service 2 53,349 61,685 63,352 63,352 

Installation Fee Service 1 13,609 9,527 0 0 

Installation Fee Service 2 13,609 3,402 0 0 

Total Revenues 152,017 163,415 159,298 159,298 

CAPEX     

Base Station equipment 0 0 0 0 

SUs Type 1 89,228 33,586 0 0 

SUs Type 2 15,787 3,947 0 0 

SUs Type 3 12,136 3,034 0 0 

Total CAPEX 117,151 40,567 0 0 

OPEX     

Base Station Maintenance 931 931 931 931 

SUs Maintenance 4,562 4,924 4,924 4,924 

Total OPEX 5,493 5,855 5,855 5,855 

Total Expenses 122,644 46,422 5,855 5,855 

Cash Flow 29,373 116,992 153,442 153,442 

Cumulative Cash Flow -144,349 -27,357 126,085 279,527 

 

This shows a positive cumulative cash flow being achieved in about 2nd 
quarter of year 2 (about 18 months). The revenue is maximized at about 
$150K per quarter.  This scenario is a good balance between the 
business-only and residential-only approach.  It clearly shows how the 
mix of business and residential customers can balance the financial 
condition between maximizing revenue and quickest payback. 
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CChhaapptteerr  77  -- NetronicsNetronics BBWWAA  SSoolluuttiioonnss  



Following is a short summary of the various solutions. For more details,
refer to the relevant product’s description.
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     offers a very broad line of wireless systems and supplementary
equipment to address the diverse needs of a variety of customers. These
solutions use different radio technologies, operate in licensed or
unlicensed frequencies, and support different services, features and
system architectures.

Netronics

The system supports Virtual LANs based on IEEE 802.1Q, enabling 
secure operation and Virtual Private Network (VPN) services and 
enabling tele-workers or remote offices to conveniently access their
enterprise network. The system supports layer-2 traffic prioritization
based on IEEE 802.1p and layer-3 traffic prioritization based on IP ToS
(RFC791).

NetLink MP 

NetLink MP products operate in the 5 GHz frequency bands in 
Time Division Duplex (TDD) mode, using Orthogonal Frequency Division
Multiplexing (OFDM) modulation with Forward Error Correction (FEC)
coding. Using the enhanced multi-path resistance capabilities of OFDM 
modem technology, NetLink MP enables operation in near and
non-line-of-sight (NLOS) environments. These qualities enable service
providers to reach a previously inaccessible and broader segment of the
subscriber population.

NetLink MP  products are currently available in the following
frequency bands: 

NetLink MP is a high capacity, IP services oriented Broadband
Wireless Access system. The system employs wireless packet switching 
data technology to support high-speed IP services including fast 
Internet and Virtual Private Networks.  users are
provided with a network connection that is always on, supporting
immediate access to the Internet, VoIP and other IP services at high
data rates. The system is designed for cellular-like deployment, enabling
the system architecture to vary in size and structure. A system can 
include any number of cells, each containing several Access Units for 
better coverage of densely populated areas.

NetLink MP

NetLink MP is designed to enable construction of “mixed” cells,
where it can be used together with other NetLink MP      products using
GFSK modulation, including NetLink  II, NetLink  MMDS,
 NetLink XL and NetLink V.



Band Frequencies (GHz) 

4.9 5.030 – 5.091 (will also support 4.900-5.000 Ghz
in future versions)

5.2 5.150 – 5.350

5.3 5.250 – 5.350 (FCC Certified)

5.4 5.470 – 5.725 (ETSI Certified) 

5.8 5.725 – 5.850 (FCC Certified)

The available frequencies, as well as other parameters, depend on
applicable local regulations. The actual operating frequencies used by 
the system can be configured according to applicable radio regulations
and specific deployment considerations.

Subscriber Unit 
The Subscriber Unit (SU) installed at the customer premises enables the
customer data connection to the Access Unit. The Subscriber Unit 
provides an efficient platform for high speed Internet and Intranet
services. The use of packet switching technology provides the user with
a connection to the network that is always on, enabling immediate
access to services.

The Subscriber Unit is comprised of a desktop or wall-mountable
Universal Indoor Unit (IDU) and an outdoor unit that contains the
processing and radio modules, with either an integral antenna or a 
connection to a detached antenna. Several models are available, to 
support a wide range of needs and end-users’ applications.

Base Station Equipment 
The Access Units, installed at the Base Station site, provide all the
functionality necessary to communicate with the Subscriber Units and 
to connect to the backbone of the Service Provider.

There are 2 lines of Access Units with different architectures

Modular Base Station Equipment

Standalone “Micro-Cell” Access Unit
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Modular Base Station Equipment 

Each BS-AU module, together with its outdoor radio unit and an 
antenna comprise an Access Unit that serves a single sector.

Standalone “Micro-cell” Access Unit 

The standalone AU-D/E-SA Access Unit is very similar to the
AU-D/E-BS modular unit. The main difference is in the structure of the
indoor part; in the Stand Alone Access Unit the indoor unit is a 
standalone desktop or wall-mountable unit (the same Universal IDU
that is also used in the SU) rather than a 19” module.

Offers NLOS high capacity point-to-multipoint access in the
unlicensed 5 GHz band

Features OFDM adaptive modulation (BPSK, QPSK, 16QAM,
64QAM)

Essential Guide to Wireless ISPs
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The Base Station Equipment is based on the BS-SH-VL 3U chassis,
which is suitable for installation in 19-inch racks. The chassis contains
one or two Power Supply modules and has 8 slots that can 
accommodate BS-AU-VL Network Interface modules. These slots can 
also accommodate various combinations of other modules, including 
Network Interface (BS-AU) modules for Access Units operating in any of 
the bands supported by  NetLink quipment using GFSK 
modulation, including NetLink II, NetLink MMDS,
NetLink XL and NetLink V. It can also accommodate a 
BS-GU GPS and Alarms module to support GPS-based synchronization
of NetLink GFSK systems using Frequency Hopping radios.

Two different types of power supply modules are available for the
NetLink MP  modules: The BS-PS-DC-VL that is powered from a 
-48 VDC power source, and the BS-PS-AC-VL, powered from the
110/220 VAC mains. The optional use of two power supply modules
ensures fail-safe operation through power supply redundancy. When
the same chassis is used also for Access Unit modules belonging to 
other NetLink families using GFSK modulation, then one
BS-PS-VL power supply (AC or DC) should be used to provide power to
the NetLi nk MP Access Units, and a different power supply
module, suitable for GFSK equipment, is required for powering the
NetLink MP GFSK Access Units. 

The NetLink MP Solution 
Highlights:



Offers 20 MHz channel bandwidth

Features 10/100BaseT interfaces

Supports CPE rates of 3Mbps, 6Mbps and 54Mbps

Supports Dynamic Frequency Selection (DFS), Automatic Transmit
Power Control (ATPC) and Automatic Distance Measurement.

Offers advanced access suite features, including QOS, security and 
extensive management

Provides a flexible design with chassis-based and standalone Base
Station options, deployable in multiple sectors using various
antenna choices

Supports SNMP based configuration and management

Offers over-the-air software upgrade and configuration
upload/download

Economical broadband access for deployment in urban and rural 
areas, overcoming NLOS obstacles.

Reduced CAPEX resulting from high capacity base stations as well
as NLOS capabilities.

Reduced OPEX resulting from fewer base station leases and cell
sites, and optional remote upgrade of CPE rate.

A variety of CPEs for efficiently serving a wide range of customers
with different bandwidth requirements.

Enhanced Quality of Service (QoS) featuring CIR/MIR, 802.1P/ToS
based prioritization and packet filtering options.

Advanced security mechanisms including WEP128 and AES 
encryption, access control and VLAN capabilities.

Quick and effortless installation and configuration utilizing 
Automatic Distance Measurement, LED alignment bar, remote
firmware upgrade and Automatic Transmit Power Control.

Optimal performance and connectivity through adaptive modulation.

7-5

Complete Spectrum™ solution for seamless integration
with othe  bands in the same chassis to preserve
existing investments.

Netronics
NetLink

NetLink MP Offer to Service 
Providers:

NetLink MP  



Flexible topology allowing stand-alone or chassis based
configurations for modular and scalable solutions.

Essential Guide to Wireless ISPs
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The CONFIG utility, which allows user-friendly set-up and 
management of any number of NetLink MP  units, as well as 
simultaneously loading new SW versions and configuration files to 
multiple units.

The NetManage     Network Management System, which presents an 
efficient, high quality carrier-class management solution to 
effectively, monitor, maintain and provision the BWA network.
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MAX 3500 is Netronics       WiMAX platform for the licensed 3.5 GHz
frequency band. It leverages Netronics market-leading knowledge of
broadband wireless access (BWA), industry leadership, proven field
experience, and core technologies including our many years of
experience with OFDM technology.

Net

NetMAX 3500

NetMAX 3500 

Built from the ground up based on the IEEE 802.16/ETSI HIPERMAN
standards, NetMAX 3500 is designed specifically to meet the unique 
requirements of the wireless metropolitan area network (MAN) 
environment and to deliver broadband access services to a wide range of 
customers, including residential, SOHO, SME and multi-tenant
customers. Its Media Access Control (MAC) protocol was designed for 
point-to-multipoint broadband wireless access applications, providing a 
very efficient use of the wireless spectrum and supporting difficult user
environments. The access and bandwidth allocation mechanisms
accommodate hundreds of subscriber units per channel, with 
subscriber units that may support different services to multiple end
users.

The system uses OFDM radio technology, which is robust in adverse
channel conditions and enables NLOS operation that allows easy 
installation and improves coverage, while maintaining a high level of 
spectral efficiency. Modulation and coding can be adapted per burst, 
ever striving to achieve a balance between robustness and efficiency in 
accordance with prevailing link conditions.

MAX supports a wide range of network services, including
Internet Access (via IP or PPPoE tunneling), VPNs and Voice over IP.
Service recognition and multiple classifiers that can be used for 
generating various service profiles enable operators to offer
differentiated SLAs with committed QoS for each service profile.

NetMAX products are currently available in the 3.4 – 3.6GHz
frequency band. The actual operating frequencies used by the system
can be configured according to applicable radio regulations, license
conditions and specific deployment considerations.

Net



Subscriber Units 
The Subscriber Unit (SU) installed at the customer premises provides
data connections to the Access Unit. The 10/100BaseT Ethernet port 
connects to the user’s data equipment, providing bridge functionality,
traffic shaping and classification, and it is able to support up to 512
MAC addresses.

The Subscriber Unit is based on high integration of VLSI design that 
provides high reliability and serves as an efficient platform for a wide
range of services. The system provides its subscribers with fast access
to IP based services at a burst data rate up to 12.7 Mbps over a 3.5
MHz channel. The use of packet switching technology provides the user
with a connection to the network that is practically always on, allowing
for immediate access to services.

Base Station Equipment 

The Base Station Equipment is based on an 8U high cPCI (compact
Peripheral Component Interconnect) shelf designed for installation in 
19” or 22” (ETSI) racks. This chassis has a total of nine double Euro (6U 
high) slots and six single Euro (3U high) slots. All the modules are hot
swappable, and high availability can be provided through multiple
redundancy schemes.

The six single Euro slots are intended for one or two redundant Power
Interface Units and up to four redundant Power Supply Units.

One of the double Euro slots is dedicated to the Network Processing
Unit (NPU) module.  Another double Euro slot is reserved for an optional
redundant NPU (NPU redundancy support is planned for future release).

The remaining seven double Euro slots are dedicated mainly for Access
Unit indoor modules that connect to Outdoor radio units, enabling
various future redundancy configurations. Each of these slots will also 
be capable to host a Network Interface Unit (NIU) to allow in future
releases for NxE1 or ATM backbone connectivity.

Essential Guide to Wireless ISPs
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The NetMAX Base Station Equipment features a Multi Carrier, High 
Power, Full Duplex Base Station. It has a central networking and 
management architecture and is designed for high availability, 
advanced redundancy and a variety of diversity schemes. The Base
Station provides all the functionality necessary to communicate with 
the Subscriber Units and to connect to the backbone of the Service
Provider.



The Base Unit 
The BU is an IEEE 802.11b compliant base station that connects one or
more remote sites to a central server or Internet connection. In a 
point-to-multi-point configuration the BU is the central unit while in 
point-to-point configurations it should be installed at one end of the
link.

The Remote Bridge 
The RB Wireless Bridge connects a remote Ethernet network to a 
central network server or Internet site via a BU Multipoint Base Unit.

The maximum number of MAC addresses that the unit can handle at
any specific time is 1024 and the Aging algorithm is applied at all times.

When a station on the Ethernet LAN sends a message that is not 
destined for a local station, the RB forwards the message to the BU.
When the BU receives a message destined for a station on the RB's LAN,
the BU forwards it to the RB. In this manner, the RB and the BU work
together like a standard network bridge.

The first time each station on the RB’s LAN sends a message, the
station’s address is registered by both the RB and the BU. It is possible
for the RB and BU to store all the addresses necessary to support an 
entire LAN connected to a RB.

NetLink D2411 
The                    wireless Base Unit (BU) and Remote Bridge (RB) 
are designed to provide long-range point-to-multipoint links for outdoor
applications. The IEEE 802.11b compliant products use direct sequence
spread spectrum (DSSS) radio technology operating at the unlicensed
2.4MHz ISM band. Data is transmitted at rates of up to 11 Mbps,
providing network users with full 10BaseT Ethernet speeds.

 NetLink D2411

The  can be used as high-speed
connections between two or more remote networks.

NetLink BU-D2411 and RB-D2411

NetLink D2411
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Band Frequencies (GHz) 

5.2 5.150 – 5.350

5.3 5.250 – 5.350 (FCC Certified)

5.4 5.470 – 5.725 (ETSI Certified) 

5.8 5.725 – 5.850 (FCC Certified)

NetLink F 
NetLink F is a high performance wireless bridge system that provides
high-capacity, high-speed point-to-point links. The NetLink F system 
utilizes advanced technologies to support optimal performance in 
spectrally polluted environments. NetLink F products operate in 
Time Division Duplex (TDD) mode, using Orthogonal Frequency Division
Multiplexing (OFDM) modulation with Forward Error Correction (FEC)
coding. Using the enhanced multi-path resistance capabilities of OFDM 
modem technology, NetLink F     enables operation in near and non-
line-of-sight (NLOS) environments. These qualities enable service
providers to reach a previously inaccessible and broader segment of the
subscriber population. The system also features adaptive modulation
for automatic selection of modulation schemes, including BPSK, QPSK, 
16 and 64 QAM to maximize data rate and improve spectral efficiency.

Where allowed by applicable radio regulations, NetLink F    supports
the use of 40MHz frequency channels. When using 40MHz (instead of
20MHz) the NetLink F       is operating in the “Turbo Mode”. The use of
this “Turbo Mode” increases the net throughput of the NetLink F 
link, especially for links that suffer from low net throughput due to
challenging link budget conditions that result from very long link
distances, RF absorbing terrain or non line of sight.  Alternatively, the
Turbo Mode can extend the range of the NetLink F             while the capacity
is maintained constant.

   supports sensitive applications through optional use of
authentication and/or data encryption utilizing WEP or AES algorithm 
with 128-bit keys. The system supports Virtual LANs based on IEEE
802.1Q, enabling secure operation and Virtual Private Network (VPN) 
services and enabling tele-workers or remote offices to conveniently
access their enterprise network.

NetLink F

   products are currently available in the following frequency
bands:
NetLink F

Chapter 7 - Netronics BWA Solutions Summary
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System Components 
The NetLink F            system includes a Base Unit (BU), typically installed 
at the main site, and a Remote Bridge (RB).

Each unit is comprised of a desktop or wall-mountable Universal Indoor
Unit (IDU) and an outdoor unit (ODU). The IDU provides the interface to
the user’s equipment and is powered from the 110/220 VAC mains. The
ODU contains the processing and radio modules and are available
either with an integral flat antenna or with a connection to a detached
antenna (D models).

The NetLink F 5x14                  system is comprised of a BU-B14 Base Unit and an 
RB B14 Remote Bridge, delivering a total link throughput up to 14
Mbps. The NetLink F 5x28   system is comprised of a BU-B28 Base Unit
and an RB B28 Remote Bridge, delivering a total link throughput up to
28 Mbps.

Key Benefits and Advantages 

Cost efficient high capacity system for a very fast payback

Robust Radio Technology: OFDM modulation including BPSK,
QPSK, 16QAM, and 64QAM, delivering unmatched link capacity and
ensuring NLOS (Non-Line-of sight) capability. Adaptive modulation
facilitates superior performance and automatically adjusts
transmission to enable continuous & robust link

ETSI Compliance including support of DFS 

Advanced Security: Advanced security AES (and WEP 128) 
encrypted authentication and transmission, protocol filtering, and 
802.1Q VLAN functionality.

Easy-to-use Management: SNMP-based remote management
system, enabling simple unit configuration and simultaneous
configuration of multiple units, as well as over the air SW upgrade
and configuration.

Simple, Cost saving installation and maintenance with Low cost
IDU-ODU cable, Automatic Transmit Power Control (ATPC), Adaptive
Modulation & over the air management and SW upgrade.

   delivers a comprehensive range of product features,
ensuring fast, consistent and reliable data and voice service:
NetLink F

7-11

NetLink F



Authentication based provisioning of services

Light firewall and VLAN filtering

Standard G3 fax over T.38 protocol support

QoS support for voice and data applications

Remote management and upgrade of multiple units

PipeLock™, featuring a built-in packet filter, for enhanced, simple
user security

NetLink RG 2-Ports Voice 
Gateway

                 RG enables service providers to create new revenues by
bundling telephony (Voice over IP) and high speed Internet to efficiently
serve subscribers that need more than one telephone line.

pports two standard telephone (POTS) interfaces
and one 10/100 Mbps Ethernet port. Up to five telephones can be
connected to each of the two telephone ports, and daisy chaining of 
NetLink RG units enables the operator to offer users more than
two telephone numbers. Priority mechanisms, on both the Ethernet and
IP level, enable NetLink RG  to deliver high quality voice quality, 
using either narrow or wideband speech codecs and meeting H.323v2/4
standard.

NetLink

NetLink RG su

 RG Element Manager Software enables remote
management, configuration and updates of NetLink RG units. 

Other features and benefits of NetLink RG include:

Flawless and consistent voice quality through special adaptation to
wireless links conditions.

Support for Class 5 telephony services, such as call waiting and 
3-party conference call 

Plug & Play operation (with NetLink RG Element Manager)

NetLink

Chapter 7 - Netronics BWA Solutions Summary
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Chapter  8 - Security  

Introduction 
Like any other communication network that serves organizations and 
individuals who wish to keep their information secure, Broadband 
Wireless Access (BWA) systems should employ measures to ensure 
privacy for their end users and prevent unauthorized persons from 
getting access to sensitive information. Since BWA systems utilize the 
open air as the medium for transmission, the basic question that begs 
attention is how to prevent intruders from intercepting sensitive and 
confidential information transmitted over the airwaves. 

Both the customers and the operators themselves should feel confident 
that the system is private and secure, and that the appropriate 
measures are available to minimize security risks, including:  

� Eavesdropping: Intentional interception of information being 
transmitted 

� Privacy: Ensure information transmitted is readable only by the 
intended recipients of the information 

� MAC Spoofing: Preventing an attacker from copying the MAC 
address of legitimate CPEs to gain access to the network 

� Theft of Service: Preventing attackers from gaining access to the 
Internet or other services using stolen CPEs and preventing 
legitimate users from getting services for free. 

 Essential Guide to Wireless ISPs 
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This section presents the solutions provided by NetLink MP  
products as viable measures for effectively addressing the security
issues presented by the use of Broadband Wireless Access systems.



Enforcing Management Access Security 

Access Level Protection 

Access to all management utilities is password protected, supporting 3 
access levels: 

� User: View-only (status and parameters)  

� Installer: Configuration of basic parameters (parameters that must 
be configured during installation) and site-survey tests. 

� Administrator: Access to all parameters and tests. 

Passwords are controlled by the administrator for proper management 
of passwords provided to installers and users. Depending on specific 
operator’s policy, an administrator can choose to provide the installers 
with the Installer Password only, limiting the installer access to 
parameters that are necessary for installation and testing and denying 
access to parameters that affect chargeable services. 
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Security Features in NetLink MP  
Systems 

NetLink MP products offer an extensive set of features to prevent
unauthorized access to information or services, whether attempted by 
means of a similar wireless system, or through other means of 
interception. By using advanced security measures at several levels to
address all types of potential risk, NetLink MP is the most secure
BWA product on the license-exempt market, ensuring its recognition as 
the best solution for security conscious customers. These security
measures include 128-bit WEP and AES data encryption;
comprehensive tools for authentication of legitimate users and control
of paid-for services; denial of services to “stolen” units and automatic
identification of fraudulent configuration change attempts; meticulous
control of access for management and configuration of units; numerous
filtering and flow control features; and built-in support for virtual 
private networks.

Access to management of NetLink MP devices is protected at several
levels to prevent any unauthorized changes:
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Port restrictions for Management Access 

Access to management of each unit can be limited by enabling access 
only via a certain interface port: From the Ethernet port only (which is 
the default selection for Access Units), from wireless port only (which is 
the default selection for Subscriber Units), or from both ports. This 
feature can prevent hackers and other unauthorized persons from being 
able to access the management utilities of the units.  

Address Restrictions for Management Access 

Access to each unit for management purposes can be limited using IP 
Address-based filtering. If management filtering is enabled, the unit can 
only be managed by stations with IP addresses matching one of the 
entries in the configurable Management IP Addresses database defined 
in the unit. 

VLAN Restrictions for Management Access 

Access to units for management purposes can further be limited using 
VLAN tagging. By defining Management VLAN, the unit will only accept 
management frames that have the appropriate Management VLAN ID. 
All other frames using any management protocol such as Telnet or 
SNMP will be rejected. 
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To ensure that unauthorized persons will not be able to change
passwords, there is no built-in back-door mechanism for gaining access
to the passwords or resetting them to the default values. For cases
where for some reason an unknown Administrator Password is 
configured in a device, a special application is available for resetting the
passwords to default values. This application uses a highly protected
device dependent mechanism and is controlled by Netronics to ensure its
use only by properly authorized persons.



Preventing Tapping of the Wireless Link 

Basic Principles of BWA system operation 

Broadband Wireless Access systems typically comprise a cell or a group 
of cells, each of which contain several wireless terminals (also known as 
subscriber units, or CPEs). Each cell consists of one or more Access 
Unit devices that are usually connected to the backbone, and which 
manage all the traffic within the covered area and between the covered 
area and the backbone network. Terminals within the coverage area of 
an access unit connect to the network backbone through the access 
unit.  

All the terminals associated with an access unit are synchronized by 
both frequency and clock and use a stringent protocol in order to 
communicate with the access unit. The same rule applies for an 
interception device; in order for data to be intercepted, a wireless device 
must be employed and synchronized within the covered area of the 
access unit.  

ESSID  

The Extended Service Set ID (ESSID) identifies a wireless network, 
which prevents the unintentional merging of two collocated wireless 
networks as well as ensuring that units that are not configured with the 
correct ESSID will not be able to synchronize with the access unit. A 
subscriber unit can only associate with an access unit that has an 
identical ESSID. Different ESSIDs are used to enhance security and to 
segment the wireless access network. 
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Can’t a potential intruder utilize another                 terminal and attempt 
to connect to a wireless network and compromise its integrity?

Netronics

Can’t a potential intruder utilize another                 terminal and attempt 
to connect to a wireless network and compromise its integrity?

Netronics

Security Features in NetLink MP        Systems
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Encrypted Authentication Process 

Data Encryption 
on page 8-10.  

The following authentication options are available: 

� Open System: A subscriber unit configured to Open System mode 
can only associate with an access unit that is also configured to 
Open System. In this case, the authentication encryption algorithm 
is not used. 

� Shared Key: The authentication messages are encrypted. A 
subscriber unit configured to use a Shared Key can only be 
authenticated by an access unit configured to use a Shared Key, 
provided the applicable key (which means both the key number and 
its content) in the access unit is identical to the key selected as the 
Default Key in the subscriber unit. 

� Promiscuous (Support All) Mode: Regardless of the above, the 
Promiscuous Authentication mode enables new subscriber units to 
join an active cell where Shared Key operation and/or Data 
Encryption is used, even if this subscriber unit does not have the 
correct security parameters. After the subscriber unit joins the cell 
it should be remotely configured with the proper parameters. Once 
the subscriber unit is configured properly, the Promiscuous Mode 
should be disabled in both the access unit and the subscriber units. 
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Unauthorized wireless connection is prevented using encryption during 
the authentication process. Each subscriber unit must be authenticated
before enabling it to associate with the access unit. This is based on
interchange of information between the two units, where the subscriber
unit proves the knowledge of a given key by using it to encrypt a 
challenge text sent by the access unit. Both WEP 128 or AES 128 
encryption algorithm are supported by NetLink MP products and
can be used for the authentication process. For more details on these
algorithms and the applicable encryption keys refer to



Denying Services to Stolen or Units 

Authentication Prevention 

The Promiscuous “Support All” mode in the access unit can be used to 
authenticate all subscriber units, regardless of their configured 
authentication encryption parameters. This is intended primarily for 
installations with possible stolen subscriber units, as well as in 
situations where according to the operator’s security policy encryption 
parameters’ values are not provided to installers. In such cases, initial 
authentication will be in this mode enabling all units to be 
authenticated. The operation mode will be changed to encryption-based 
authentication after remotely configuring appropriate encryption 
parameters only in “legitimate” subscriber units, thus causing de-
authentication of all other units. 

Service Denial to Subscriber Units 

The MAC Address Deny List feature enables to define units that are not 
authorized to receive services. The access unit will not provide services 
to a unit whose MAC Address is included in the deny list. This feature 
enables to disconnect units from the services in cases such as when the 
unit is suspected to be stolen as well as when the user had fraudulently 
succeeded to configure the unit to values different than his subscription 
plan. 

Provisioning Services to Specific Users Only   

The User Filtering option incorporated in the subscriber unit enables to 
configure selected addresses of devices connected to the unit, 
permitting IP traffic only to/from these addresses. Any attempt to gain 
access to services from any unauthorized terminal connected to local 
network will be blocked. 

Identifying Fraudulent Service 
Configurations 

In addition to all access control measures taken to prevent 
unauthorized changes to parameters that define chargeable services, 
there are additional features that enable identification of unauthorized 
configuration changes. Once such changes have been identified, the 
administrator can choose whether to just correct the configuration or to 
completely deny services to the unit.  
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Any change to a parameter included in a special list will automatically 
initiate transmission of a trap message indicating the nature of the 
change. The list of such parameters includes all parameters that can 
affect chargeable services. 

Maintaining Privacy Within the BWA 
System 

Several measured at different levels are available to ensure that traffic 
within the wireless network will reach only the intended recipients: 

Virtual LAN Support 

Virtual LAN (VLAN) technology addresses the need to control traffic flow 
across the network. VLAN is a network topology in which the network is 
divided to logical “sub networks” (VLANs). Each VLAN includes stations 
that can communicate between themselves acting together as a 
separate, independent LAN, but cannot communicate with stations from 
other VLANs. VLAN technology also provides the ability to set traffic 
priority for transmitted frames.  

 Essential Guide to Wireless ISPs 
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The VLAN feature implementation in NetLink MP                      units is based
on IEEE standard 802.1Q. The implementation enables the access unit 
and the subscriber units it serves to function as a VLAN-Aware
Distributed Wireless Switch. VLAN is implemented through adding to 
each frame a special VLAN Header Tag, which includes the VLAN-ID as 
well as the VLAN Priority. A VLAN-aware switch supports tagging/un-
tagging and filtering of frames based on the information in the tag.

The ports in the distributed wireless switch can be defined to support 
different link types, according to the devices connected to them. Access
units can function as either a Trunk link or a Hybrid link. Subscriber
units can function as an Access link, a Trunk link or a Hybrid link 

A link is defined as an Access link if all devices connected to it are
VLAN-unaware. Therefore, an Access link cannot transport tagged
frames, and the NetLink MP  unit performs the required tagging of
frames transmitted to the wireless media and untagging of frames
before transmission to the Ethernet. The NetLink MP  unit will 
accept from the wireless media only data frames whose VLAN ID
matches its configured Data VLAN ID. 

Moreover, Network Management Systems such as NetManage            or others
can automatically identify any change to service affecting parameters
through routine periodical enquiries, overriding any attempt at trying to
prevent trap sending by making configuration changes off-line.



Filtering Ethernet Broadcasts 
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All the devices connected to a Trunk link should be VLAN-aware.
Therefore, a Trunk link can transport only tagged frames. The

 unit accepts only tagged frames and does not
perform any tagging/un-tagging. A Forwarding filtering feature
incorporated in NetLink MP unit enables to optionally filter the
received frames and to forward only frames who’s VLAN ID is included
in a forwarding list. The Relaying filtering feature incorporated in Access
Units enables to optionally filter the frames received from Subscriber
Units and intended for relaying back to the wireless media, by relaying
only frames whose VLAN ID is included in the relaying table.

A Hybrid link can contain both VLAN-aware and VLAN-unaware
devices. Therefore, a Hybrid link can transfer both tagged and un-
tagged frames. The NetLink MP unit accepts both tagged and un-
tagged data frames and does not perform any tagging/un-tagging. 

An access unit may connect to either a Hybrid link or a Trunk link.  A 
subscriber unit may connect to a Hybrid link, a Trunk link or an Access 
link.

NetLink MP  units handle management frames in a different
manner: If the Management VLAN ID is configured as No VLAN, it will 
accept all un-tagged management frames. If it is configured to a specific 
VLAN ID value, it will accept only management frames with a matching 
VLAN ID, and will tag management frames generated by it with the
same VLAN ID as well as with the value of the configured VLAN Priority-
Management. This applies to all management applications using 
protocols such as SNMP, TFTP, ICMP (ping), DHCP and Telnet. All 
servers/stations using these protocols must tag the management
frames sent to the unit with the appropriate value of the VLAN ID - 
Management parameter.

The Ethernet Broadcast Filtering feature enables defining the layer 2 
(Ethernet) broadcast and multicast filtering capabilities for each 
subscriber unit. Filtering the Ethernet broadcasts enhances the security
of the system and saves bandwidth on the wireless media by blocking
protocols that are typically used in the end-user’s LAN but are not
relevant for other end-users, such as Net-Bios. The implementation of
the Ethernet broadcast filtering feature in NetLink MP  units
enables to filter broadcast received on the Ethernet port, the wireless
port or both ports.

NetLink MP
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The implementation enables to exclude specific protocol frames from 
being filtered when Ethernet filtering is used. Thus, it is possible to 
filter all Ethernet broadcasts while still allowing DHCP and/or PPPoE 
and/or ARP broadcasts. 

Wireless Relay Filtering 

Normally, broadcast messages originating from devices on the wireless 
link are transmitted by the access unit back to the wireless link devices, 
as well as to the wired LAN. The multicast relay filtering feature allows 
to filter these transmissions and to send broadcasts only to the wired 
LAN without sending them back to the wireless link. If all broadcast 
messages from subscriber units are not intended to other devices served 
by the access unit, broadcasts relaying can be disabled. 

Similarly, it is possible to disable relaying of unicast messages back to 
the wireless link when all such messages should be directed to the 
wired LAN port of the access unit. 

Controlling Information Flow in Access Units 

Using the inherent bridging functionality, the access unit can be 
configured to control the flow of information from the Ethernet 
Backbone to the wireless media in either one of two methods. When 
configured to reject unknown addresses, the access unit transmits 
frames only to those addresses that the unit knows to exist on the 
wireless link side. When configured to forward unknown addresses, the 
access unit transmits all frames, except those sent to addresses that 
the access unit recognizes as being on its wired Ethernet side. 

Data Encryption 
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NetLink MP          products enable to use either WEP 128 or AES 128
for encrypting the data transmitted over the air and/or the
authentication protocol:



Wired Equivalent Privacy (WEP) 

In 1999, the IEEE 802.11 Working Group proposed an optional security 
mechanism called the WEP protocol. WEP seeks to provide a level of 
wireless networks security similar to that of wired LANs by encrypting 
data transmissions and preventing unauthorized users from 
connecting. WEP is not a mandatory part of the IEEE 802.11 
specification, though, and most 802.11b products do not have the 
computing power to run WEP encryption without significant 
performance degradation. Thus, many 802.11b users have turned off 
WEP security in their networks. Over time, however, more users have 
recognized the importance of wireless network security and started to 
enable WEP encryption. 

Regrettably, WEP has proven inadequate for securing wireless networks. 
Many security 

experts in both academia and private industry have identified holes in 
the underlying WEP specification. In light of these deficiencies, many 
vendors increased the WEP key length in their products from 40 to 112 
bits and marketed this capability as “stronger” WEP encryption. Note, 
however, that a longer encryption key is only beneficial if the underlying 
encryption cipher is secure. Because WEP is inherently not secure, 
increasing the WEP key length simply increases the amount of time it 
takes for a hacker to break into the network. 

Advanced Encryption Standard (AES) 

In the wake of WEP’s flows, the IEEE 802.11i task group has adopted 
the AES algorithm for encrypting data in wireless networks. The 
Advanced Encryption Standard is a secure encryption cipher that is 
resistant to all currently known techniques of cryptanalysis. The United 
States National Institute of Standards (NIST) has selected AES to 
replace the Data Encryption Standard (DES and 3DES) commonly used 
in Virtual Private Network (VPN) solutions. 

Encryption Keys 

Four different encryption keys can be defined for each access unit. The 
encryption key is used for initializing the pseudo - random number 
generator that forms a part of the encryption/decryption process. Each 
Key is comprised of 32 hexadecimal numbers. 
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At the subscriber unit one of the four available keys is selected for 
encrypting/decrypting the authentication messages (Shared Key mode) 
and/or data frames (Data Encryption). The access unit automatically 
learns the key used by each subscriber unit, and it may use different 
keys when authenticating and/or communicating with different 
subscriber units. When encrypting data, the selection of the key to be 
used for encrypting multicasts is performed at the access unit.  
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Backbone Networks 
This section describes the most common types of connectivity between 
the wireless base stations and operator’s Backbone. 

The common ways of connecting to the backbone differ on the 
technology implemented for the Wide/Metro Area Networking 
(WAN/MAN) and on whether routing is centralized or distributed.  

The most common backbone networks used by operators throughout 
the world are ATM, Ethernet and Frame-Relay. Connection to each of 
the networks can be deployed in several topologies using different 
technologies or equipment.  

ATM Backbone Networks 
The connection of the wireless base station (BST) to the ATM backbone 
network can be achieved in two main scenarios: using an ATM Access 
Switch, or a router along with a LAN switch.  

The physical link that carries the ATM traffic may be multiple E1s over 
PtP radio, E1s over optical fiber/copper using an additional modem or 
(optical) STM-1. 

Scenario A: ATM - Ethernet internetworking at the 
wireless base-station using an ATM Access Switch 

An ATM access switch is installed in the wireless base-station. This 
switch is connected to an ATM backbone using either optical interface 
or multiple E1s running ATM inverse multiplexing (IMA). 

The ATM access switch transmits the IP traffic from the wireless base 
station to the ATM backbone, using AAL5 and RFC1483 encapsulation. 
RFC1483 supports encapsulation for bridged PDUs (“bridged mode”, 
which may be used for bridging VLANs over ATM PVCs) and 
encapsulation for routed PDUs (“routed mode”, used to route IP PDUs 
into ATM PVCs).  

Some operators prefer that routing be performed in a single central 
point (or in a few points) in the network by core routers at the NOC or at 
the PoPs.  
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Wireless access units (such as NetLink AUs  ) are
typically connected to the ATM access switch using Ethernet interfaces
(either directly to ports of the ATM switch or via a LAN switch).



 Backbone Networks 

Routing in the access switch is recommended when numerous subnets 
are configured in the BST and a significant traffic generated by the AU 
is directed to other AUs in the same BST. 

QoS can be achieved by binding a certain VLAN in the wireless access 
network to certain PVC on the ATM backbone. The PVC can be 
configured with the appropriate ATM QoS parameters to satisfy the QoS 
requirements. 

ATM Backbone

Base Station
10BaseT

ATM 
Acess Switch

N*E1
IMA

CPE

PSTN

VoIP GW

Core 
Router

GKServers

 

Figure  9-1: Wireless base station connection using ATM access switch  

 

Scenario B: ATM-Ethernet internetworking at the 
wireless base-station Using an ATM Router 

This scenario is similar to the scenario described above, but an IP 
router with an ATM backbone interface replaces the ATM access switch 
in the BST. Typically an LAN switch will be used for connecting multiple 
wireless access units to the same router. 

IP Routing is used to route IP traffic over the ATM backbone and 
particularly needed at the BST for routing between Subnets and VLAN 
in the wireless access network. Typically OSPF and RIP routing 
protocols are used. 

The router may also serve as a PPPoE server, enabling wireless 
subscribers to access the network using the point-to-point protocol. 
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Router

 

Figure  9-2: Wireless base station connection using Router & LAN Switch 

In some cases the router may use MPLS (Multi Protocol Label Switching) 
to forward the traffic over the ATM network. The MPLS allows the 
routers to create tunnels amongst them in order to forward certain data 
in specific paths. For further details regarding MPLSE see section  13.7. 

QoS in the Router and the Backbone can be performed through several 
methods:  

� Binding of VLANs to ATM PVCs. 

� ToS bits handling - the router can determine the priority of the IP 
traffic in its queues according to the value of the ToS bits. 
Furthermore, it can mark those bits while sending IP packets in the 
downstream direction, enabling the wireless system to handle the 
QoS in the wireless network.   

� PPPoE - Enables the assignment of certain QoS parameters to each 
user in coordination with the RADIUS server data. The classification 
of the users will be according to IP ranges, and will be used for 
internal processing priority, and for priority in the ACCESS network.  

� MPLS - Mapping FEC (Forwarding Equivalent Class) into specific 
LSPs (Label Switching Paths) according to different rules, e.g. VLAN 
tag, subnet or ToS bits values.  
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 Backbone Networks 

This scenario is similar to the scenario described above, but an IP 
router with an ATM backbone interface replaces the ATM access switch 
in the BST. The router is connected via multiple Frame-Relay interfaces 
(typically over E1 links) to all wireless access systems. 

The router will typically terminate the frame-relay DLCIs and route IP 
traffic using RFC1483 over the ATM network.  

QoS can be achieved as by binding DLCI to PVC or by IP ToS bits 
handling. 

Ethernet Backbone 
The Ethernet backbone can be deployed either over optical fibers or over 
radio.  
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Scenario A: Optical Backbone 

Each wireless access unit connects to a single port of the Ethernet 
switch installed in the BST. The switch connects to a larger Ethernet 
switch in the backbone over optical infrastructure (typically Fast 
Ethernet or Gigabit Ethernet over fibers). 

The Ethernet switch performs LAN bridging over the optical link, while 
preserving the VLANs separation and traffic priority.   

The backbone architecture has two main topologies: 

� Star Topology - a hierarchical architecture, in which the switches in 
the BSTs connect to higher level switches, (e.g. in a regional PoP), 
that connect to the highest switching level (usually a 3rd layer 
switch) in the NOC    

� Ring Topology - Each switch in the backbone is connected to two 
adjacent switches, forming a ring or several rings. 

 

Base Station
10BaseT

LAN 
Switch

Fast Eth 

CPE

PSTN

VoIP GW

3rd Layer 
Switch

GKServers

Fiberoptic 
Gigabit Eth 
Backbone 

BST

Optic Fiber

BST

Figure  9-3: Wireless base station connection using Optical Backbone 

QoS can be handled over the backbone by using the VLAN priority tag 
(802.1p). 
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 Frame-Relay Backbone 

Scenario B: Wireless Ethernet Backbone 

Wireless bridges in this scenario will typically be implemented using 
another frequency band than the one used in the wireless access 
system (e.g. access @ 2.4 GHz and backhaul @ 5.7 GHz).  
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Figure  9-4: Wireless base station connection using Wireless Ethernet 
Backbone 

  

Frame-Relay Backbone 
Using Frame relay backbone is similar to using ATM backbone as 
described above.  

Scenario A: Using Frame-Relay Access 
switch 

In this scenario a Frame-Relay access switch is installed in the wireless 
base-station. This switch is connected to a Frame-Relay backbone using 
(typically) multiple E1s. 
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This scenario is similar to the scenario described above, only that the
Ethernet switches installed in the BSTs are interconnected using
wireless Ethernet bridges (Such as NetLink L). 
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The Frame-Relay switch transmits the IP traffic from the wireless base 
station to the backbone, using RFC1490 encapsulation (similar to 
RFC1483 for ATM). Again both bridged and routed operation modes are 
supported.  

Scenario B: Using Router with Frame-
Relay Interface 

This Scenario is essentially the same as using a router with an ATM 
interface, just that the backbone is Frame Relay. QoS is implemented in 
a similar manner by mapping traffic streams (based on VLAN, or IP ToS 
etc.) into appropriate Frame-Relay DLCIs to support the required QoS.  
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Wireless access units (such as NetLink AUs   ) 
may be connected to the Frame-Relay access switch using Ethernet
interfaces (similar to the ATM backbone scenario).
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When connecting a VoIP network to the PSTN there are a few major 
integration issues: 

� Media connection – moving the actual voice from one network to the 
other. This is done using a media gateway function. 

� Signaling connection – converting the signaling from the VoIP 
network to the PSTN. This is done using a signaling gateway 
function, which could be implemented in the same unit as the 
media gateway or in a different unit. 

� Class V service in the networks – the issue of advance service in the 
network (class V services) should be looked at from three angles:  

¾ PSTN users – they will receive the features the PSTN operator 
supplies. These features depend on the local exchange switch 
and the operator’s service. 

¾ VoIP users – they will receive the services the VoIP operator 
supplies. These depend on the Softswitch/Gatekeeper/Call 
agent ‘s capabilities. 

¾ Services involving VoIP and PSTN users – in these cases the 
services are depended on the services available in each network 
and the ability of the signaling gateway to convert the signaling 
of these services from one network to the other. 

Connection to Local Exchange Using 
V5.2  

Using a V5.2 voice Gateway allows us to connect a VoIP network to a 
V5.2 interface in a local exchange. The V5.2 Gateway uses Ethernet 
connections to the VoIP network and E1 connections with a V5.2 
protocol to connect to the local exchange. All signaling information is 
passed using the V5.2 protocol and the end user is a subscriber in the 
local exchange. The user has a registered number in the exchange and 
the Gatekeeper tasks are lowered to IP address to phone number 
translations.  
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 Connection to Local Exchange Using V5.2 

PSTN

CLASS VCLASS V
Switch

H.323

Wireless End
Users

V5.2
IP Packet-Switch

Network

Gatekeeper & Gateway

Figure  10-1:  V5.2 connection between PSTN and VoIP network  

The V5.2 interface is a standard add-on card to a local exchange. 

The V5.2 solution can scale up by using more then one combined 
Gatekeeper/Gateway system. This means each region will have a 
different V5.2 connection to a different exchange and the users in each 
region will be connected to that exchange. 

Advantages of Using V5.2 Connection 

� The user is an exchange subscriber, so he receives all the Exchange 
services: Class V services, Billing, Dial plans, User management, 
etc. 

Disadvantages 

� The subscriber takes up resources in the local exchange (even with 
local VoIP calls).  

� The interface to the PSTN system is always in the exchange that the 
user belongs to (as opposed to using the VoIP network to get to the 
closest exchange to the destination and save on cost).  

� Requires upgrading the exchange to support V5.2 interfaces 
(Cellular operators usually do not have a V5.2 interface in their 
exchange). 

� This solution keeps the VoIP network depended on the local 
exchange and does not replace it. 
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tested and certified a solution using Commatch Duet 6000 product.
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Interface capacity calculation  

How many E1s are needed in this type of a solution? 

Since this solution involves a connection to the PSTN for every call (even 
IP to IP phone call), the capacity calculation should be the same as with 
a regular PSTN service. The exact calculations involve Erlang formulas 
and depend on the traffic pattern in the specific area. As a rule of 
thumb in western residential areas a ratio of 1 time slot for every 7 or 8 
users can be used and in networks with less traffic a ratio of 1 to 10 or 
11 might also be enough. As every E1 has 30 time slots it can service 
from 210 to 330 users depending on the ratio used. 

Conclusions 

This solution is a simple, off the shelf and good for operators who 
already have V5.2 interfaces in their exchange and plan on a small size 
VoIP network (if the plan is for a large size network, more then 10K 
subscribers, the need for many V5.2 interfaces could prove to be very 
costly). For a cellular operator, which usually will not have this interface 
in his switch, the upgrade of the exchange could prove to be not 
financially viable, making this solution not attractive. 

Signaling Based on Independent 
VoIP Switching  

These solutions are based on the VoIP network being independent of the 
local exchange. As such the connection to the PSTN network is the 
same as connecting another local exchange switch to the network. 
Connecting such a switch to the PSTN network requires a signaling and 
media connection. This is done using two functions - a signaling GW to 
transform the signaling from the VoIP network to the PSTN network 
(and vice versa) and a media GW that transforms the IP voice packets to 
voice in the PSTN network (and vice versa). Both these functions can be 
done in one physical unit or in two separate ones, depending on the 
signaling protocol used. 

SS7 solution description 
Connecting the VoIP network and the PSTN using SS7 is usually done 
by separating the media and signaling streams. Using this solution 
allows all advance class V and IN services signaling to move from one 
network to the other, leaving the actual services available to the user 
dependent on the VoIP network and PSTN capabilities. 
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Figure  10-2: SS7 connection between PSTN and VoIP network  

Using this solution one Gatekeeper can manage users and gateways in 
different regions, same as with the other independent VoIP solutions. 
The main architectural difference from the other solutions is that the 
SS7 solution uses different physical connections for the voice and the 
signaling channels. This means the VoIP network uses a signaling 
gateway (one or more depending on capacity and connectivity issues) 
and a trunk gateway (one in each region to allow entering the PSTN at 
the exchange closest to the destination or connecting to different 
operators). Using this architecture this solution can save costs in large 
networks. 

Advantages 

� Allows all advance services (dependent on GK/Softswitch 
implementation). 

� A standard solution for connecting exchanges. 

� Will continue to be supported in exchanges in the coming years. 

� Saves costs on physical connections in large networks (allows using 
STM-1 for voice connections and E1 for signaling). 

� Easily scalable for very large networks (100K users and more). 
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Disadvantages 

 

� Requires a PSTN system that supports SS7. 

� Requires a trunk and signaling GW that support SS7. 

� The implementation of SS7 GW and class V features are in early 
stages.  

Interface capacity calculation 

As with the V5.2 connection, in the SS7 connection the number of E1s 
needed for the physical connection varies according to the traffic 
patterns in the area. The main difference with this solution is that the 
signaling and media connections are separated. This means that each 
media E1 can transmit 32 phone calls and the signaling channel is one 
more time slot in the signaling E1. Since the signaling and media traffic 
is separated it allows the operator to use a small number of E1s for the 
signaling while using larger capacity links for the media, such as E3 or 
STM-1. 

MFC-R2 solution description 
Another way of connecting the VoIP network to the PSTN network is 
using the old signaling MFC-R2 protocol. In this case the operator either 
rents E1 connections to the local exchange, or uses E1 connections to 
his own cellular exchange (a cellular operator would prefer to connect 
with his own exchange in order to save costs, but this could change 
because of different agreements and capacity issues). Either way, the 
E1’s are transmitting and receiving the voice slots and signaling slots 
using MFC-R2 protocol (which allows only caller-ID services to be 
exchanged between the networks). 

Using this solution one Gatekeeper can manage users and gateways in 
different regions making sure calls with in the VoIP network do not go 
over the PSTN lines (this way saving costs) and calls to the PSTN go 
through the gateway closest to the destination user (saving on long 
distance costs). This requires an IP backbone connection between the 
regions for the VoIP network. 

 

 

 

 Essential Guide to Wireless ISPs 

10-6 



 Signaling Based on Independent VoIP Switching 

City B

City A

PSTN

CLASS VCLASS V
Switch

H.323E1-CAS
MFC-R2

IP Packet-Switch
Network

Gateway Gatekeeper

E1-CAS
MFC-R2

H.323

Wireless End
Users

Wireless End
Users

Figure  10-3: MFC-R2 connection between PSTN and VoIP network  

Advantages 

� Using a simple protocol to connect to the PSTN. 

� Requires a simple E1 connection between the networks. 

 

Disadvantages 

� No class V features between networks. 

� MFC-R2 has different implementations in different countries and 
this requires adjustments in the GW configurations. 

� MFC-R2 is an old protocol and new switches might not support it in 
the future. 
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Interface capacity calculation 

How many E1s are needed in this type of a solution? 

Exactly as with the V5.2 connection, in this case the number of E1s 
depends on the traffic patterns of the area. As a rule of thumb in 
western residential areas a ratio of 1 time slot for every 7 or 8 users can 
be used and in networks with less traffic a ratio of 1 to 10 or 11 might 
also be enough. As every E1 has 30 time slots it can service from 210 to 
330 users depending on the ratio used. 

ISDN-PRI solution description 
This solution is similar to the MFC-R2 solution described above. Using 
it requires changing the signaling protocol to a PRI protocol, which 
allows the operator to have all class V services available in the VoIP 
network (depending on the VoIP network gatekeeper and gateway). This 
solution is very attractive for cellular operators as most of them today 
are already connected to the PSTN using PRI.  

Advantages 

� Allows all advance services (dependent on GK/Softswitch 
implementation). 

� A standard solution for connecting exchanges (already used for 
connecting the cellular exchanges with the PSTN). 

Disadvantages 

� In large networks the physical E1 connections for voice and 
signaling together are expensive.  

Interface capacity calculation 

How many E1s need in this type of a solution? 

Again, similarly to the other connections, the number of E1s depends 
on the traffic patterns of the area. As a rule of thumb in western 
residential areas a ratio of 1 time slot for every 7 or 8 users can be used 
and in networks with less traffic a ratio of 1 to 10 or 11 might also be 
enough. As every E1 has 30 time slots it can service from 210 to 330 
users depending on the ratio used. 
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Conclusions 
These solutions allow the VoIP network to be independent from the local 
exchange. Each of these solutions gives different scale and services to 
the operator from the low end using MFC-R2 to the high end using SS7. 
Note, an important decision to make with all of these solutions, is what 
GW and GK/Softswitch to use. As mentioned in the beginning of this 
chapter providing services over the network requires the capabilities in 
the VoIP network, the PSTN and the signaling between them. 
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Routing Protocols  

Static Routing 
Static routing is not really a protocol, simply the manual entry of routes 
into the routing table via a configuration file that is loaded when the 
device starts up. Static routing is the simplest form of routing, but it is 
manual and does not work well when it has to be entered on a large 
number of devices. It is also does not handle outages or down 
connections well, as the manual entries will have to be changed 
manually to recover from such a loss of connectivity. 

RIP 
RIP (Routing Information Protocol) is a widely-used protocol for 
managing router information within a self-contained network such as a 
corporate local area network () or an interconnected group of such 
LANs. RIP is classified by the Internet Engineering Task Force (IETF) as 
one of several internal gateway protocols (Interior Gateway Protocol).  

Using RIP, a gateway host (with a router) sends its entire routing table 
(which lists all the other hosts it knows about) to its closest neighbor 
host every 30 seconds. The neighbor host in turn will pass the 
information on to its next neighbor and so on until all hosts within the 
network have the same knowledge of routing paths, a state known as 
network convergence. RIP uses a hop count as a way to determine 
network distance. (Other protocols use more sophisticated algorithms 
that include timing as well.) Each host with a router in the network 
uses the routing table information to determine the next host to route a 
packet to for a specified destination.  

RIP is considered an effective solution for small homogeneous networks. 
For larger, more complicated networks, RIP's transmission of the entire 
routing table every 30 seconds may put a heavy amount of extra traffic 
in the network.  
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OSPF 
OSPF (Open Shortest Path First) is a router protocol used within larger 
autonomous system networks in preference to the Routing Information 
Protocol (RIP), an older routing protocol that is installed in many of 
today's corporate networks. Like RIP, OSPF is designated by the 
Internet Engineering Task Force (IETF) as one of several Interior 
Gateway Protocols (IGPs).  

Using OSPF, a host that obtains a change to a routing table or detects a 
change in the network immediately multicasts the information to all 
other hosts in the network so that all will have the same routing table 
information. Unlike the RIP in which the entire routing table is sent, the 
host using OSPF sends only the part that has changed. With RIP, the 
routing table is sent to a neighbor host every 30 seconds. OSPF 
multicasts the updated information only when a change has taken 
place.  

Rather than simply counting the number of hops, OSPF bases its path 
descriptions on "link states" that take into account additional network 
information. OSPF also lets the user assign cost metrics to a given host 
router so that some paths are given preference. OSPF supports a 
variable network subnet mask so that a network can be subdivided. RIP 
is supported within OSPF for router-to-end station communication. 
Since many networks using RIP are already in use, router 
manufacturers tend to include RIP support within a router designed 
primarily for OSPF.  

 

Routing Design Considerations 

Static vs. Dynamic  
Static routing is the simplest form of routing.  

In large-scale networks static routing is not efficient since it requires a 
manual configuration of a large quantity of devices.  

In networks with complex topology, using dynamic routing is more 
appropriate. Each router in the networks automatically learns the 
network topology and does not require predefining the routing tables 
with static routes.  
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Dynamic routing protocols are able to adapt to network  “on the fly” 
while static routing protocols cannot overcome automatically 
connectivity loss.  

 

RIP vs. OSPF 
RIP has certain limitations that could cause problems in large networks. 

� RIP has a limit of 15 hops.  

� RIP cannot handle Variable Length Subnet Masks ( VLSM ). Given 
the shortage of IP addresses and the flexibility VLSM gives in the 
efficient assignment of IP addresses, this is considered a major flaw. 

� Periodic broadcasts of the full routing table will consume a large 
amount of bandwidth.  

� RIP converges slower than OSPF.  

� RIP has no concept of network delays and link costs. Routing 
decisions are based on hop counts. The path with the lowest hop 
count to the destination is always preferred even if the longer path 
has a better aggregate link bandwidth and slower delays 

� Some enhancements were introduced in a new version of RIP called 
RIP2 which addresses the issues of VLSM, authentication and 
multicast routing updates but still retains the limitations of hop 
counts and slow convergence which are essential in large networks.  

 OSPF, on the other hand, addresses most of the issues discussed 
above: 

� With OSPF, there is no hop count. 

� The intelligent use of VLSM is very useful in IP address allocation. 

� OSPF uses IP multicast to send link-state updates. This ensures 
less processing on routers that are not listening to OSPF packets. 

� OSPF has better convergence than RIP. This is because routing 
changes are propagated instantaneously and not periodically. 

� OSPF allows for better load balancing based on the actual cost of 
the link. Link delays are a major factor in deciding where to send 
routing updates 
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This of course would lead to more complexity in configuring and 
troubleshooting OSPF networks. Administrators used to the simplicity 
of RIP will be challenged by the large amount of new information they 
will have to master in order to run OSPF networks. In addition, there 
will be increased CPU utilization and more overhead in memory 
allocation. Some routers running RIP may well have to be upgraded to 
handle the increased overhead generated by OSPF. 
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Email Services 
Electronic mail (email) is the term given to an electronic message, 
usually a form of simple text message, which a user types at a computer 
system and is transmitted over some form of computer network to 
another user, who can read it.  

Email has become one of the driving forces behind connecting 
businesses to the Internet. It offers fast, economical transfer of 
messages anywhere in the world. As local telephone calls are free in 
most parts of the US, messages destined to long-distance destinations 
become effectively free to send. Outside of the US, local calls tend to be 
chargeable, therefore the email system can reduce the telephone bill 
considerably.  

Email client 
An email client is an application that is used to read, write and send 
email. In simple terms it is the user interface to the email system.  

The client usually consists of a combination of a simple text editor, 
address book, filing cabinet and communications module.  

The ability to allow files or documents to be attached to the message is 
also available. For example a diagram or schematic could be attached to 
an email message, offering the recipient the chance to see a project's 
progress, and comment on it with a reply.  

The address book allows the users to store commonly used email 
addresses in an easy to get at format, reducing the chance of addressing 
errors.  

The filing cabinet allows for the storage of email messages, both sent 
and received, and usually gives some form of search function, allowing 
the easy retrieval of a desired message.  

Mail server 
A mail server is an application that receives email from email clients or 
other mail servers. It is the workhorse of the email system.  

A mail server usually consists of a storage area, a set of user definable 
rules, a list of users and a series of communication modules.  
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The storage area is where mail is stored for local users, and where 
messages that are in transit to another destination are temporarily 
stored. It usually takes the form of a simple database of information.  

The user defined rules determine how the mail server should react when 
determining the destination of a specific message, or possibly react to 
the sender of the message. For example: specific email addresses can be 
barred, or certain users can be restricted to only sending messages 
within the company.  

The list of users is a database of user accounts that the mail server 
recognizes and will deal with locally.  

Web Caching 
A Web cache sits between Web servers (or origin servers) and a client or 
many clients, and watches requests for HTML pages, images and files 
(collectively known as objects) come by, saving a copy for itself. Then, if 
there is another request for the same object, it will use the copy that it 
has, instead of asking the origin server for it again. 

There are two main reasons that Web caches are used: 

� To reduce latency - Because the request is satisfied from the cache 
(which is closer to the client) instead of the origin server, it takes 
less time for the client to get the object and display it. This makes 
Web sites seem more responsive.  

� To reduce traffic - Because each object is only gotten from the server 
once, it reduces the amount of bandwidth used by a client. This 
saves money if the client is paying by traffic, and keeps their 
bandwidth requirements lower and more manageable. 

Browser Caches 
If you examine the preferences dialog of any modern browser (like 
Internet Explorer or Netscape), you'll probably notice a 'cache' setting. 
This lets you set aside a section of your computer's hard disk to store 
objects that you've seen, just for you. The browser cache works 
according to fairly simple rules. It will check to make sure that the 
objects are fresh, usually once a session (that is, the once in the current 
invocation of the browser). 

This cache is useful when a client hits the 'back' button to go to a page 
they've already seen. In addition, if you use the same navigation images 
throughout your site, they'll be served from the browser cache almost 
instantaneously. 
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Proxy Caches 
Web proxy caches work on the same principle, but on a much larger 
scale. Proxies serve hundreds or thousands of users in the same way; 
large corporations and ISP's often set them up on their firewalls. 

Because proxy caches usually have a large number of users behind 
them, they are very effective at reducing latency and traffic.  

RADIUS 
RADIUS Server is an industry-leading AAA server designed to meet the 
authentication, authorization, accounting (AAA) and service delivery 
requirements of carriers and Internet Service Providers. It enables 
Services Providers to centrally manage authentication, authorization, 
and accounting for all retail and wholesale customers. It frees up the 
Service Provider's resources from the task of custom developing their 
own RADIUS server solutions, and meets the performance and 
scalability requirements to handle large Service Providers, as well as 
providing the functionality required to support entry into outsourced / 
managed services, and enhanced retail services.  

 RADIUS Server is also fully RFC defined in RFCs 2865 and 2866. 

IP Address Assignments  
Several alternative architectures for IP address assignment are 
available: 

Static IP addressing 
Static IP addressing requires hard-wiring to each PC configuration, the 
architecture is expensive to install and nearly impossible to change. 
Nevertheless, for commercial customers who need, and can pay for, a 
fixed, fast pipe to the Internet such (e.g. - a web server), this may be an 
excellent choice. Service providers should be aware, however, that 
growth options, value-added services, and revenue opportunities with 
this architecture are limited. 
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DHCP 
DHCP relies on DHCP servers that automatically assign IP addresses 
and configure PCs accessing the network transparently to end-users. 
DHCP enables network changes to be made centrally but, like static IP 
addresses, still suffers from an inability to authenticate end-users and 
therefore to support a fee-for-service business paradigm unless 
proprietary and complex software is added. DCHP also lacks the ability 
to support multiple network selections. 

Since there are no standard interfaces between the DHCP server, the 
RADIUS authentication server, the broadband access server (BRAS), 
and the billing server, maintenance and administrative challenges 
arises.  

PPP 
PPP is the most proven architecture, having worked well in the dial-up 
arena for over a decade. a password/ID handshake before network 
access is granted, supports the authentication required to track usage 
and bill for service accordingly. The architecture incorporates the 
standard RADIUS protocols already at the heart of virtually all 
customers provisioning and billing systems. As a result, no changes are 
required to proven back-end systems when adding broadband services. 
In other words, PPP empowers ISPs to grow existing investments while 
creating the new broadband services required differentiating themselves 
and increasing revenues. 

PPP can run over ATM (PPPoA) or Ethernet (PPPoE) infrastructure. The 
key benefit of PPPoA is its end-to-end Quality of Service guarantees.. 
However, this approach requires an ATM connection in the subscriber 
PC that adds cost and increases deployment complexity.  

PPPoE also supports Quality of Service features and is much simpler to 
implement. The most significant issue voiced against PPPoE as the ideal 
architecture for broadband services is that it requires third-party client 
software. 
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Contrary to the negative perception of client access software, it is 
actually one of PPPoE’s strengths because it allows service providers to 
brand and control their service (and thus efficiently deliver consistent 
services) in a way that otherwise would not be possible. Well-designed 
third-party PPPoE access software--as compared to the basic PPP 
drivers bundled with operating systems and used for PPPoA--can 
provide operational benefits to the subscriber and the service provider. 
Chiefs among these are network management and diagnostic 
capabilities that can identify problems and automatically offer 
resolutions, thus dramatically reduce the cost and time it takes to the 
help-desk resolve customers’ problems.  

L2TP 
L2TP is an extension of the Point-to-Point Tunneling Protocol (PPTP) 
that has emerged as a key technology in the construction of Virtual 
Private Networks. Commonly used by service providers to enable VPNs,  

L2TP extends the PPP business model by allowing the L2 and PPP 
endpoints to reside on different interconnected devices. Like PPPoE, 
L2TP enables a host of network management features such as 
automated IP configuration, user authentication and integration with 
widely used back-end systems. Unlike PPPoE, L2TP requires a base IP 
configuration. One benefit of L2TP over PPPoE is its ability to be 
deployed over routed networks. Such an arrangement enables providers 
to better manage their infrastructure and offer a greater degree of 
subscriber service customization. 

  

NAT 
IP address translation is a relatively new technology. The first papers on 
the subject were written in the early 90s. NAT was introduced as a 
short-term solution for the address space problem and a 
complementary technology to CIDR. To understand why the NAT idea 
was born we have to look back at the situation at the beginning of the 
decade and some technologies that have been introduced in order to 
solve the most pressing problems of those years, IP address depletion 
and scaling in routing. There are three approaches: CIDR, private IPs 
and NAT.  
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CIDR served as a short term solution for the routing table problem, and 
therefore also for the problem of address depletion, because now the 
many class C networks were available for use. To further ease the 
situation with IP addresses address space was reserved for pure 
internal use, simultaneously IPs were only given away for those who 
wanted to connect computers to the Internet.  

As an additional measure some people proposed to reuse IP addresses. 
The idea was that only a small percentage of hosts communicated 
across network boundaries at a time, so only those hosts would need a 
globally unique IP. Of course you can't change the system's IP each time 
your computer wants to establish a connection with another computer 
outside your network, so it was proposed to let a special device, a so 
called NAT-router, assign a global IP to a connection dynamically. Since 
the process should be transparent for both end systems, assigning an 
IP meant to exchange the local IP numbers in the IP packets with the 
global IPs. That means you only need a relatively small number of global 
IPs and only that many hosts can communicate across the borders of 
your network simultaneously.  

Disadvantages are that your hosts are not reachable from the outside 
(which may also be an advantage), that the number of simultaneous 
connections is limited or that the process might not be completely 
transparent due to the fact that there are protocols like FTP, that 
transmit their IP to the other host.  

A special form of this approach to NAT is to have just one official 
address and to use just this address for all communication. To allow 
more than one host to communicate at a time not just the IP, but also 
the TCP port numbers are replaced, using a different port number for 
each connection. The number of simultaneous connections is limited 
only by the number of ports available for the outgoing connections..  

All the above ideas have been developed as short-term solutions to 
overcome the most pressing problems caused by the growth of the 
Internet. They are all meant to be abandoned as soon as the new 
Internet transport protocol, IPv6, is available and the migration to it has 
been finished. However, some of the ideas should survive longer. CIDR 
can be found in IPv6 in a similar form, since it is obvious anyway. 
Private addresses may be useful under certain circumstances even in 
the future, e.g. it is not always possible or even desirable to ask a 
central organization for address space, even if there is enough, possibly 
because you need it now and for purely internal use. IP address 
translation can do much more than what its inventors intended it to do, 
as is illustrated below. 
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Firewalls 
A firewall is a system or group of systems that enforces an access 
control policy between two networks. The actual means by which this is 
accomplished varies widely, but in principle, the firewall can be thought 
of as a pair of mechanisms: one that exists to block traffic, and the 
other that exists to permit traffic. Some firewalls place a greater 
emphasis on blocking traffic, while others emphasize permitting traffic. 
Probably the most important thing to recognize about a firewall is that it 
implements an access control policy. If you don't have a good idea of 
what kind of access you want to allow or to deny, a firewall really won't 
help you. It's also important to recognize that the firewall's 
configuration, because it is a mechanism for enforcing policy, imposes 
its policy on everything behind it. Administrators for firewalls managing 
the connectivity for a large number of hosts therefore have a heavy 
responsibility.  

Generally, firewalls are configured to protect against unauthenticated 
interactive logins from the ”outside'' world. This, more than anything, 
helps prevent vandals from logging into machines on your network. 
More elaborate firewalls block traffic from the outside to the inside, but 
permit users on the inside to communicate freely with the outside. The 
firewall can protect you against any type of network-borne attack if you 
unplug it.  

Conceptually, there are two types of firewalls:  

Network layer Firewalls 
These generally make their decisions based on the source, destination 
addresses and ports in individual IP packets. A simple router is the 
``traditional'' network layer firewall, since it is not able to make 
particularly sophisticated decisions about what a packet is actually 
talking to or where it actually came from. Modern network layer 
firewalls have become increasingly sophisticated, and now maintain 
internal information about the state of connections passing through 
them, the contents of some of the data streams, and so on. One thing 
that's an important distinction about many network layer firewalls is 
that they route traffic directly though them, so to use one you either 
need to have a validly assigned IP address block or to use a ``private 
internet'' address block. Network layer firewalls tend to be very fast and 
tend to be very transparent to users.  
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Application layer Firewalls  
These generally are hosts running proxy servers, which permit no traffic 
directly between networks, and which perform elaborate logging and 
auditing of traffic passing through them. Since the proxy applications 
are software components running on the firewall, it is a good place to do 
lots of logging and access control. Application layer firewalls can be 
used as network address translators, since traffic goes in one ``side'' 
and out the other, after having passed through an application that 
effectively masks the origin of the initiating connection. Having an 
application in the way in some cases may impact performance and may 
make the firewall less transparent. Early application layer firewalls such 
as those built using the TIS firewall toolkit, are not particularly 
transparent to end users and may require some training. Modern 
application layer firewalls are often fully transparent. Application layer 
firewalls tend to provide more detailed audit reports and tend to enforce 
more conservative security models than network layer firewalls.  
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Creating the Data Base  - Business 
Intelligence  

The Data Base of the operator should be treated as a crucial asset 
throughout the life cycle of the project. It should include all the raw 
information that will allow the operator to create a business plan, to 
derive the technical requirements and characteristics of the products 
and to efficiently deploy the chosen system. In this chapter we will 
review the main parameters required before starting the RF Network 
Planning. 

Geographical Information and Coverage 
Area  

The area to be covered by the Wireless Network should be meticulously 
defined, taking into account all the potential customers in the network 
during the first years of operation, The Network will be built according 
to the current area to be covered but understanding future expansion 
will help to optimize the planning. 

Geographical data includes maps (2D or 3D), building contour/streets 
maps etc. The map quality (typically measured by the map’s resolution) 
is selected according to the frequency band used, coverage area 
topology (hilly vs. flat areas, suburban vs. build-up areas) and map 
availability. 

Although small scale analysis of the RF Network can be performed 
using simple techniques and tools, it is highly recommended to use 
computerized and professional RF Network Planning Simulators for 
medium to larger scale networks (more than a few cells). 

Customers Density and Customers Type 
The next step after understanding the Coverage area is to gather 
information on the types of customers to be served and their 
distribution in the area to be covered. 

For example, if the operator decides to approach the residential market 
only, the average customers per square km should be investigated. It is 
also important to differentiate between the average density and the 
actual density, since these two numbers may vary. In cases where the 
difference between average and actual densities is more than 20 %, it is 
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recommended to perform different analysis for the different parts of the 
project. 

Capacity Calculation 
After classifying the customer types and density the capacity required 
per sector should be defined. This will be done using two different 
models and choosing the result that gives the higher number of cells. 
The models, described in Basic Coverage Simulation on page 13-5, are 
Coverage Model and Capacity Model. 

The capacity should be calculated by multiplying the average capacity 
requirement per customer by the number of customers of the same type 
per square km. If there are more than one type of customer, we should 
sum the results for all customer types. 

It is important to take into account over subscription rate when 
calculating the overall required capacity. If for example it was decided to 
provide services with an over subscription rate of 5, it means that the 
total number of subscribes per square km, multiplied by the capacity 
requirement per customer, should be divided by 5. 

Frequency and Regulatory Limitations 
The network engineers should get a definition of the frequency band 
available for planning from the regulative authority. This includes the 
band limitations such as maximum transmit power and, when 
applicable, frequencies used by neighboring or collocated networks and 
guard bands required to ensure that there are no interference to/from 
other networks.  

Available products and capabilities  
Due to the fact that the network planning process is highly dependent 
on the technology used and RF parameters (sensitivity, required C/I, 
adjacent channel attenuation, modulation schemes, frequency bands 
etc) the network planner should collect all the information referring to 
the equipment’s capabilities and installation procedures. 
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RF Network Planning 
Radio planning has a major impact on two of the most important 
network performance parameters: Cost and Quality. Efficient frequency 
planning allows the use of more frequencies per cell and therefore 
enables decreasing the total number of cells required. In addition, 
efficient frequency planning minimizes the uplink and downlink 
interference, thus improving the network quality of service.  

Frequency planning is relatively simple when it is done considering a 
symmetrical flat area model. In this case, traditional frequency reuse 
patterns provide a straightforward approach to manual frequency 
allocation process. Real life scenarios are non symmetrical by nature, 
and to that one should add the impact of the propagation irregularities 
typical to built up areas.  

The RF Network Planning is a method, which saves money and effort by 
decreasing significantly: 

� Errors during network deployments (‘Trial and Error’). 

� Installation cost, by calculating best sites location and adequate 
number of sites required for a given capacity demand. 

On the other hand, proper RF Network Planning maximizes the network 
utilization by an efficient use of frequency bands, and derived from that, 
maximizes the network capacity. 

There are 3 main stages that assure an efficient and quick RF Network 
Planning:  

1. Basic coverage simulation stage - used to produce a basic 
coverage plan in order to assist the Network Planner in ranking the 
potential sites using either Capacity or Coverage methodology. 

2. Site acquisition and site survey – after having a general idea of 
the preferred sites in this stage we acquire them and perform a 
thorough site survey. 

3. RF simulation stage - is performed based on the data gathered, 
concerning the acquired sites, and the projected customers 
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Basic Coverage Simulation 
This stage is used to produce a basic coverage plan, although it is 
highly recommended to use a Simulator adapted for Cellular Planning. 
In a small scale project a limited number of calculations can be 
performed in order to have an idea of the number of cells required using 
either the coverage model or the capacity model. 

The basic formula for Number of Cells required for covering a specific 
area:    

No. of Cells = [Size of area (Km²) / π*r²]*I* DF  

Where r is the cell radius and I is the Inefficiency factor of tessellating 
cells. 

DF is the Deployment Factor, meaning the percentage of the area that 
we want to cover at the beginning. 

The basic formula for the Number of Cells required for providing the 
required capacity: 

No. of Cells = (Required Capacity) / (Capacity per Cell) 

Capacity per Cell is calculated by multiplying the number of sectors per 
cell by the capacity per sector. The Required Capacity is calculated as 
explained in Capacity Calculation on page 13-3. Usually at the 
beginning the coverage model is preferred since we don’t have a large 
number of customers. In later stages the capacity model will be more 
suitable. 

Site Acquisition and Site Survey 
Once the possible sites have been selected, they should be checked 
visually to asses the kind of line of sight existing, the possible 
mechanical construction required, the required power supply and air 
conditioning and even if some kind of security procedure will be 
required. After verifying the feasibility of all these issues it is time to 
begin negotiation with the site owner. 

Site Acquisition is not a simple task. Usually, meeting the project 
milestones is highly dependent upon the performance of this “trivial” 
task. There is no clear way to start the negotiations and to finalize it in 
a short time and without too many expenses. One approach may be to 
identify organizations owning several adequate sites in order to avoid 
prolonged negotiations for each single site. 
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Once the sites were chosen, a thorough site survey should be performed 
in order to identify in details all possible interferers and constraints of 
the new positions. Of course a preliminary study should be done before 
acquiring them, but due to the large number of options at the beginning 
it will be more efficient to perform the thorough study after knowing for 
sure what are the chosen sites. 

This Site survey should include the following steps: 

1. Identify RF path obstacles to the coverage area.  

2. Perform some tests in order to establish the most suitable location 
and height of the antennas. 

3. Identify the best place on the rooftop and/or indoors for the Base 
Station equipment. 

RF Simulation Stage  
At this stage we perform all the technical simulations using solid 
information about the sites, the system and, the limitations imposed by 
local regulation and other existing networks. 

This stage includes two main topics: Link Budget Analysis and Network 
Planning Analysis. 

Link Budget and Received Signal Strength 
Simulation 

The received signal strength simulation is using actually a simple link 
budget calculation. The link budget calculation allows us to evaluate 
the bit error rate probability generated by system receiver as a function 
of input power and thermal noise. 

The link budget can be viewed as a balance sheet of gains and losses, 
some deterministic and other with a stochastic nature.  

By examining the link budget, one can learn many things about the 
overall network design and expected performance. For fixed wireless 
systems, the link budget is the key for calculating the coverage provided 
by the system. In this case the calculation should take into account the 
power transmitted, the antennas gain, path loss, system losses and rain 
attenuation.  

The basic link budget formula, presented below, calculates the excess 
power (Available Margin) over the minimal required input power level 
called receiver sensitivity: 
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SP = PT+GB+GT-PL-RA-LS-FM-Sensitivity    

Where  

SP - Spare (Available margin) over sensitivity 

PT  - Transmitted power 

GB - Base station antenna gain 

GT  - Subscriber unit antenna gain 

PL - Path loss – using a chosen propagation model  

FM - Fade Margin (as required for QoS) 

RA  - Rain attenuation 

LS - System losses – cables attenuation, Implementation losses, 
antenna Gain Reduction. 

RF Network Planning Analysis  

At this stage we mainly analyze the Carrier to Interference of the system 
in Uplink and Downlink directions and affiliate the customers of the 
project using different affiliation methods. 

At the end of this paragraph we will review two techniques that may 
help to optimize the cell range and interferences to adjacent cells, the 
BS Antenna Tilt and the Sector Output Power. 

Carrier to Interference simulation  
C/I, - Carrier to Interference ratio simulation is a measure for 
evaluating signal quality before detection by modem. There are two 
evaluation methods: C/I simulation takes into consideration the total 
interferences caused by other interferer (sites / customer equipment, 
adjacent channels). C/I+N also takes into account thermal noise. 

C/I simulation for Down- link  

C/I Down-Link is the ratio between the signal that terminals receives 
from the selected Base Station radio and the accumulative signals from 
all other (interfering) sites radios. C/I is the key factor in planning for 
urban and suburban scenarios. It is defined by the following equation: 

Where Cr is the signal level from the reference transmitter and Cj  is the 
signal level from all the others transmitter.  

∑
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Figure  13-1 depicts a typical scenario. One reference terminal with RSS 
of –70 dBm and two interferers with RSS level of -90dBm at the 
subscriber radio. The C/I level is the ratio between the Cr level and the 
sum of the two Cj.  

 

Figure  13-1: Down-Link C/I 

Note that this is a conservative method since it assumes coherent 
addition of the two signals.  

 

Cj1 = - 90dBm

Cj2 = - 90dBm

C/I= - 70 - ( - 90+ (-90))=17dB

Site #1

Site #2

Reference Site

Subscriber

Cr = - 90dBm

C/I simulation for Up-Link 

C/I Up-link is the ratio between the Up link power of the reference 
terminal at its reference Base and the calculated level of interference 
caused by other terminals.  

C/I uplink calculation is more complicated than the C/I downlink since 
from each sector at a given instance only one customer will create 
interference and therefore the level of interference will vary. 

Figure  13-2 provides an example. The customer marked in ‘R’ is our 
reference customer. Its’ level of C/I is the ratio, measured at its 
reference site, of its level and that of one of the customers belonging to 
the adjacent site (marked 1 to 4). Since at each sector only one 
customer is using the frequency at a given time. 

The worst-case scenario is when interference is caused by customer 1. 
In this case the interference level is –90dBm and the C/I level is  
–70-(-90)=20dB.  
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-70dBm

-100dBm

-95dBm

-90dBm

Subscriber 2

Subscriber 4Subscriber 1

Subscriber 3

R - Reference
 Subscriber

-95dBm

Figure  13-2: Up-Link C/I  

The best-case scenario is when the interference is caused by the 
weakest interfering customer (customer 2). The C/I uplink will be  
–70-(-100)=30dB 

Other levels of C/I level can be expected to be around 25dB caused by 
customer 3 or 4.  

 

Customers Allocation to Sites 
A basic definition for allocating all customers to a certain site and sector 
should be determined in the planning process. This is done according to 
one of the connection rules such as Nearest Site, Best RSS, Best C/I 
and Best C/(I+N). 

Determining customers connectivity  

A major difference between fixed and mobile wireless network is that in 
fixed wireless networks the customer unit is connected to one reference 
site via a fixed directional antenna. The main drawbacks are the loss of 
flexibility in the installation phase, the complexity of the update phase 
and the inability to build a capacity balance process. 
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of the terminal. The power control mechanism of the Netronics      systems
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are receiving at their site is below that level, a lower value of C/I uplink 
will be measured.
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The fixed connectivity and the directional antenna’s main advantage are 
in the potential for enhancing the network capacity. Interference 
reduction through the use of narrow customers antenna and educated 
installation processes yields network capacity that is about ten-fold 
better then a mobile network with the same RF and interference 
rejection parameters. Consequently, the connectivity type selection is an 
important phase in the network planning process. This process, in 
addition to the DTM (Data Terrain Map), has the dominant impact on 
the cell topology. 

Figure  13-3: Customers’ Connectivity Dilemma  

The following list describes typical connectivity methods. 

Best RSS
Range = 1200m,
RSS = -70dBm
C/I = 20dB

Subscriber

Obstcale

Nearest
Range = 1000m,
RSS = -85dBm
C/I = 11dB

Best C/I
Range = 2000m,
RSS = -76dBm
C/I = 26dB-70dBm

-100dBm

-95dBm

-90dBm

Subscriber 2

Subscriber 4Subscriber 1

Subscriber 3

R - Reference
 Subscriber

-95dBm

� Nearest site connectivity - In this method the customer is 
affiliated to the nearest sector/transmitter. This connectivity method 
results in symmetrical cell structure. The main disadvantage is that 
it does not take into account the real propagation environment and 
interferences. 
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� Best RSS - Best RSS is the most natural and recommended 
connectivity method for FDMA/TDMA/FH technologies. Each 
customer is affiliated to the site/sector that provides the highest 
signal level. The following figure depicts customer connectivity 
calculated in a European city using a high-resolution 3D city model.  
The best RSS is shown by the customer colors while the polygons 
describe nearest site connectivity.   

Figure  13-4: Best RSS - customers’ connectivity 
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� Best C/I - This method has the advantage of having directional 
antennas at the customer unit and affiliating the customer to the 
sector, which once connected to, will cause minimum interference. 
This affiliation process provides the best capacity performance 
compared to all other process especially in urban areas. However, it 
can create a highly non-regulated site structure. 

� Best C/(I+N) - In this affiliation method, we use the C/(I+N) as the 
decision rule for customer connectivity. It is the recommended 
connectivity rule for DS-CDMA technology.   

Base Station Antenna Tilt 
An additional important method that may improves the link quality of 
the network is the BS Antenna tilt. This action can reduce the cell range 
and avoid interferences to adjacent cells, thus improving the quality of 
services to the subscribers inside the cell range. 

The method of computing the BS Antenna tilt is showed in Figure  13-5. 
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Figure  13-5: BS Antenna Tilt  

Base Station Transmitter Power  
Reducing the Base Station transmitter power can be used to reduce 
interference. It can be efficient in a scenario where a single dominant 
site creates interference to many other cells or in highly populated 
areas. In this case reduction of the BS transmit power could decrease 
the level of interference to other sites. This option should be used when 
other options (like reducing the antenna’s height or down tilting the 
antenna) are not feasible or are insufficient. 

Similarly to C/I driven tilting, a good practice is to provide the planning 
without base power adjustments and use the down tilt as a source to 
performance slack left to the deployment phase. 

Changes of single sector (or single radio) transmit power are not 
recommended. Small changes will have no affect on C/I and major 
changes will change the intra-site interference level, thus reducing the 
effective cell capacity and future flexibility. 

Design Acceptance and Approval 
It must be emphasized that the quality of planning is not determined by 
its coherence to a given set of design rules. The only methodology to 
check the quality of the planning is by straightforward calculation of the 
RF parameter for a given network structure: coverage and interference. 

Results calibration process  
It is important to note that simulation accuracy can be improved per 
deployment by a process called simulation calibration. In this process a 
certain number of RSSI values are taken in the actual deployment area, 
while simulating the future deployment configuration as closely as 
possible. Linear regression is used to calculate error-reducing 
coefficients in the future prediction of the RSSI in this specific (and 
similar) propagation environment.  
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Network management in General  
Network management is an advanced network service. The traditional 
network management functions - service management, fault isolation, 
performance management, traffic management, for example - is also 
found in next-generation networks. However, the traffic characteristics 
of packet data, introduction of a variety of new network elements, the 
increasing emphasis for the provided network services is placing 
extraordinary new demands on network management. 

Network operator benefits from efficient network management. An 
immediate benefit is the increased revenue due to an increase in 
successful use of services (e.g. phone calls & internet services). 
Improved service to the customer stimulates customers to use more 
services and increases customer acceptance of new services. On the 
other hand, more efficient use of the network leads to an increased 
return on the capital invested in the network. Besides, network 
management functions give the operator greater awareness of the actual 
status and performance of the network. This helps the operator to 
prioritise the maintenance tasks and gives basis to decide on further 
improvements and investments on the network. It is increasingly 
important to keep the network downtime to a minimum because it 
results in lost opportunities, revenues and productivity. In this 
environment, scalable, high-performance network management has 
become a key differentiator for network service providers. 

Functional Areas of Network 
Management 

Network management systems employ a variety of tools, applications 
and devices to assist network managers in monitoring and maintaining 
networks. The most commonly used framework is centered around the 
FCAPS model, standardized by ISO. Though ITU-T initially defined the 
FCAPS model for telecom networks, the same concepts can be applied 
to data networks. The FCAPS model categorizes the plethora of 
information handled by a management system into five key functional 
areas: Fault Management, Configuration Management, Accounting 
Management, Performance Management and Security Management. 
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 Functional Areas of Network Management 

Fault Management 
Fault management systems are responsible for managing network 
failures. When performance data and possible alarm reports are sent to 
the Network Management System (NMS), it categorizes and stores the 
reports and further processes this data. The purpose of fault 
management is to ensure the smooth operation of the network and 
rapid correction of any kind of problems that are detected. 

In practice, there is a variety of graphical tools for handling and 
analyzing the alarm situation in the network. For example, graphical 
viewers can be used to view the alarms, and detailed information on 
each alarm can be found from an alarm manual. There are also 
applications for making searches of the alarms in the database, and for 
analyzing the alarm offline.  

Configuration Management 
The goal of configuration management is to monitor network and 
system configuration information so that the effects on network 
operation of various versions of hardware and software elements can be 
tracked and managed. 

Configuration management maintains up-to-date information about the 
operation and configuration status of he network elements in the 
network. Also included is the management of the radio network, 
software and hardware management of the network elements and time 
synchronization operations.  

Accounting Management 
Accounting management's function is to measure network-utilization 
parameters so that individual or group uses on the network can be 
regulated appropriately. Such regulation minimizes network problems 
(because network resources can be apportioned based on resource 
capacities) and maximizes the fairness of network access across all 
users.  

The first step toward appropriate accounting management is to measure 
utilization of all important network resources. Analysis of the results 
provides insight into current usage patterns, and usage quotas can be 
set at this point. Some correction, of course, will be required to reach 
optimal access practices. From this point, ongoing measurement of 
resource use can yield billing information, as well as information used 
to assess continued fair and optimal resource utilization. 
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Performance Management 
Performance management systems are the top-level network 
management applications. They are responsible for monitoring and 
controlling overall network performance, both within and across 
network services. Performance management co-ordinates the actions of 
the lower level, task-oriented applications to recognize and resolve 
network performance problems.  

The goal of performance management is to measure and make available 
various aspects of network performance so that inter-network 
performance can be maintained at an acceptable level. Examples of 
performance variables that might be provided include network 
throughput, user response times, and line utilization. 

Performance management involves three main steps. First, performance 
data is gathered on variables of interest to network administrators. 
Second, the data is analyzed to determine normal (baseline) levels. 
Finally, appropriate performance thresholds are determined for each 
important variable so that exceeding these thresholds indicates a 
network problem worthy of attention. 

Management entities continually monitor performance variables. When 
a performance threshold is exceeded, an alert is generated and sent to 
the network management system. 

Each of the steps just described are part of the process to set up a 
reactive system. When performance becomes unacceptable because of 
an exceeded user-defined threshold, the system reacts by sending a 
message. Performance management also permits proactive methods: For 
example, network simulation can be used to project how network 
growth will affect performance metrics. Such simulation can alert 
administrators to impending problems so that counteractive measures 
can be taken. PM will be discussed in more detail in chapter 2. 

Security Management 
Security management's purpose is to control access to network 
resources according to local guidelines so that the network cannot be 
sabotaged (intentionally or unintentionally) and sensitive information 
cannot be accessed by those without appropriate authorisation. A 
security management subsystem, for example, can monitor users 
logging on to a network resource, refusing access to those who enter 
inappropriate access codes. 
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 Functional Areas of Network Management 

Security management subsystems work by partitioning network 
resources into authorized and unauthorized areas. For some users, 
access to any network resource is inappropriate, mostly because such 
users are usually company outsiders. For other (internal) network 
users, access to information originating from a particular department is 
inappropriate. Access to human resource files, for example, is 
inappropriate for most users outside the human resource department. 

Security management subsystems perform several functions. They 
identify sensitive network resources (including systems, files, and other 
entities) and determine mappings between sensitive network resources 
and user sets. They also monitor access points to sensitive network 
resources and log inappropriate access to sensitive network resources.  
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CONFIG Utility 

Netronics BWA Network 
Management Solutions 

All NetLink MP units incorporate an embedded Simple Network
Management Protocol (SNMP) agent. NetLink SNMP agents
support MIB II (RFC1213), BRIDGE MIB (RFC1286) and
NetLink Private MIB. The private NetLink MIBs
incorporated in all NetLink MP units support effective management
of all aspects of unit’s functionality and available features. The
CONFIG utility is an SNMP-based application with an intuitive,
easy to use graphical user interface, that supports automatic devices
discovery enables efficient management of NetLink MP                  system
components. The system administrator can use the CONFIG
utility to control a large number of units from a single location. In
addition, CONFIG enables you to load new SW versions or
updated configuration files to multiple units simultaneously, thus 
radically reducing the time spent on unit configuration maintenance.



System Overview 

tier architecture, which provides the
service provider with a robust, scalable and fully redundant network
management system in which all single point of failures can be avoided.

Fault Management: Alarms and events real-time reporting, events
correlation, alarm sorting and filtering, alarm status management,
event logging, historical event queries and color-coding according to 
severity.

Configuration Management: Device discovery and scheduled
periodical updates, hierarchical location and contacts management,
single and multiple unit configuration and software upgrade, service
provisioning, unit and board configuration, telephony and data
service provisioning, logical and geographical topology views and
inventory management.

Performance Monitoring: Monitoring of over-the-air traffic load,
wireless link performance parameters and quality of service
performance statistics to identify problems and bottlenecks,
maximize traffic capacity and optimize resource allocation.
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    BWA Network Management SolutionsNetronics

 is a comprehensive Carrier-Class network management
system for Netronics  Broadband Wireless Access products-based
networks. NetManage      is designed for today’s most advanced Service
Provider network Operation Centers (NOCs), providing the network
OA&M staff and managers with all the network surveillance, monitoring
and configuration capabilities that they require in order to effectively
manage the BWA network while keeping the resources and expenses at 
a minimum. 

NetManage

     is designed to offer the network’s OA&M staff with a unified, 
scalable and distributable network management system. NetManage 
system uses a distributed N

NetManage

NetManage

NetManage supports common network management applications in 
compliance with TMN standards, providing comprehensive Fault,
Configuration, Performance and Security management functionality:
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� Security Management: User management, user groups, functional 
permissions and passwords for multi-level authorization and access 
protection. 

� Enterprise Application Server (EAS) based on JBoss Application 
Server. The Application Server coordinates the interactions among 
all system components and provides system communication with 
managed sub-systems and network devices. 

� Central Database that enables the storage of network and business 
objects such as devices, device configuration, links, locations, 
alarms, events, performance monitoring data and system logs. The 
Database Server enables the storage and retrieval of data required 
by the users. 

The system’s components are designed to support a variety of system 
architectures, starting from the minimal “All-in-One” system where all 
components reside on the same computer, through entry level systems 
with several remote Client, to fully distributed systems and high-
availability architecture with various redundancy and backup schemes. 
This allows for maximum flexibility enabling easy changes throughout 
the life cycle of the system, supporting pay-as-you-grow strategy and 
on-the-fly system expansion and architecture changes. 
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Mediation Agent that runs continuously in the background
providing services for communication with external systems and
devices using various protocols. The Mediation server includes a 
mediation mapper for Netronics          devices’ MIBs.

Embedded with the entire knowledge base of BWA network operations,
     is a unique state-of-the-art power multiplier in the hands of

the service provider that enables the provisioning of satisfied customers.
NetManage      dramatically extends the abilities of the service provider to 
provide a rich portfolio of services and to support rapid customer base
expansion.

NetManage

NetManage System Components 

The NetManage      system is comprised of the following components:

GUI Client, allowing end users to access the NetManage 
management information and processes.

 NetManage System Architecture 



 

 

 

 

 

 

 

 

 

 

 

 

Figure  14-1: Basic Distributed Architecture 
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Figure  14-2: Distributed Architecture with Database and Mediation Agent 
Redundancy 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  14-3: High availability Architecture with Clustered Application 
Servers 

� Device Discovery and Resync, allows the management of device 
discovery and information update (resync) sessions. These run 
periodically with user-defined recurrence rate. 

� Equipment Management, enables viewing devices in the database 
according to various search criteria. It also provides access to device 
dependent features such as single and multiple device configuration 
managers and maps. 
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Configuration Management, allows for comprehensive configuration 
and management of single and multiple Netronics devices.

 NetManage System Architecture 

NetManage provides the following BWA network management
functionality:

NetManage Clients

NetManage Clients

NetManage
Application

Server Cluster



� Location Management, provides easy creation and management of 
hierarchical locations. These can be associated with maps and other 
attributes. 

� Performance Monitoring Data Collection, enables the creation and 
management of recurrent data collection sessions. 

� Software Upgrade Management, provides efficient SW upgrade 
firmware loading and SW versions control. 

� Topology, provides Logical and Geographical hierarchical topology 
views for selected objects. 

� Subscriber Management, enables the creation and management of 
subscribers for service provisioning. 

� Service Provisioning, allows the assignment of services to end users 
including support of various user dependent features such as VLAN. 

� Schedule Management, enables the scheduling of background tasks 
such as Heartbeat probing and Database Aging Policies. 

� SNMP MIB Browser Cut-Through, allows direct interaction with 
selected devices using SNMP browser. 

� Data Aging Policy (DAP) Management, provides automated database 
management tasks. 

� Inventory Reports, allows for quick generation of numerical and 
graphical inventory reports according to multiple search and filter 
criteria. 

� Performance Monitoring Reports, for easy generation of export of 
files that include collected performance data. This enables extensive 
performance monitoring and analysis as well as potential problems 
detection.   

� Log Reports, provide access to and management of logged events. 

� Event Monitoring, provides alerts and real-time monitoring of the 
BWA network. 
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    BWA Network Management SolutionsNetronics

Service Profiles Management (NetMAX), allows the creation and 
management of service profiles incorporating various Quality of 
Service levels, classifiers and switching rules according to operator’s
business strategy.

Contact Management, provides management of contact persons. The
contacts can then be used as part of the NetManage  network
management processes.
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� Event History Management, provides the ability to query the 
database for events and alarms in specific time intervals. 

� Event Template Management, allows the customization and 
management of event templates according to specific preferences 
and needs. Alarms can be associated with various behaviors ranging 
from simple contact notification to execution of user-provided 
scripts that enable fully automated corrective actions in case of 
certain faults. 

� Northbound interface to other Network Management Systems or 
OSS. 

� Security Management, allows management of users, user groups, 
functional permissions and passwords. 
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Pre-Deployment Checklist 
  

Prior to starting actual installation of equipment, verify that all 
prerequisites are met: 

� Appropriate Base Station sites have been selected according to the 
RF Network Planning and the required contracts with the site’s 
owner have been concluded. 

�  All required licenses and permits from the applicable government 
agencies, city authorities and other relevant bodies are in place. 
This include issues such radio frequencies (for unlicensed bands), 
radio equipment type approval, installation of radio equipment in 
designated areas, provisioning of services etc. 

� Planning of the backbone interconnecting all base station sites and 
Point of Presence has been completed, including the connection to a 
higher-tier provider and conclusion of an appropriate contractual 
agreement with this provider. You may require enough bandwidth 
from your provider that a fiber optic connection to your provider’s 
network is required, where the most effective PoP is normally close 
to your service provider.  

� Employees and subcontractors (if applicable) have been properly 
trained: 

¾ RF Technicians must have a thorough understanding of RF 
Propagation, Wireless Communications, Access, and Protocols. 

¾ Some local radio regulatory agencies such as the FCC require 
that professional installers of wireless systems, mainly antenna 
systems, be certified in the installation of these antennas. Being 
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Network Administrators and System Administrators must have a 
proper technical background in both wired and wireless
networks. These individuals should be certified in working with 
TCP/IP, Network Management, Network Security, Network
Infrastructure, and Billing Software. They should also be
certified as Netronics     Wireless Network Engineers.

Installers of wireless equipment (internal or contractors) must be
certified by Netronics as Certified Installers of Wireless Systems.
This includes a thorough knowledge of the following topics: RF
Propagation, Wireless Communications, Access Systems and
Protocols, Installation of Netronics     Equipment; including radios,
antennas, isolation, cabling.



 PoP Installation Guidelines 

� Only experienced installation professionals should install outdoor 
equipment and antennas and the structures on which they are 
mounted. These installers must be familiar with local building and 
safety codes and, wherever applicable, are licensed by the 
appropriate government regulatory authorities. 

� All applicable risks, including potential damages to customers and 
third parties, should be covered by appropriate insurances. 

PoP Installation Guidelines 
� Mount and configure all equipment properly. 

� Use proper racks or cabinets to mount all equipment. 

� Run all cabling in adequate cable ducts - maintain minimum 
bending radius where necessary for data and fiber optical cables. 

� Provide adequate air-conditioning and ventilation. 

� Provide adequate Un-interruptible Power Source (UPS) for the 
equipment. 

� Provide adequate grounding as per equipment manufacturer 
recommendations – use the most stringent specification as your 
minimum standard. 

� Provide adequate physical security against intrusion and other 
potential physical damages. 
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certified as an Netronics     Certified Wireless Network Engineer
meets this requirement.

Sales personnel should have a basic understanding of Wireless
Communications, and in-depth understanding of Netronics 
Products and Features.

Technical Support Staff personnel should be thoroughly
knowledgeable in the following topics: Network Management,
Network Configurations and Troubleshooting, relevant Products
and Features, Installation, RF Propagation, Wireless Access
Systems, Protocols, and Communications. In addition, they
should be certified as  Netronics          Wireless Network Engineers.
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Base Station Installation Guidelines 
� All poll-mountable equipment and antenna should be installed on 

appropriate poles/towers. The structure and installation of the 
pole/tower should take into account the weight/size of the 
equipment mounted on it, including the effect of expected wind 
loads. 

� The minimum recommended separation distance between two 
antennas serving adjacent sectors is 2 m. The minimum 
recommended separation distance between two back-to-back 
antennas serving opposite sectors is 5 m. 

� The higher the antenna, the better the achievable link quality. 

� When selecting locations for equipment, take into account the need 
for easy access for installation, testing and servicing. 

� Cables’ length, particularly RF and IF cables, should be as short as 
possible. Higher RF and IF cables’ length may necessitate the use 
higher quality coaxial cables, which are much more expensive and 
are more difficult to handle. 

� Indoor equipment should be installed in proper racks or cabinets. 
An adequate power source must be available. Provide adequate air-
conditioning and ventilation.  

� Run all cabling in adequate cable ducts - maintain minimum 
bending radius where necessary for data and fiber optical cables. 

� Provide adequate grounding and lightning protection as per 
equipment manufacturer recommendations – use the most stringent 
specification as your minimum standard. 

� Provide adequate physical security against intrusion and other 
potential physical damages. 

CPE Selection Guidelines 
� Choose the correct CPE type for your capacity and functionality 

requirements. 

� Choose the correct CPE type for your range requirements. The 
following rules of thumb are for situations with a clear line of sight 
between the CPE antenna and the Base Station: 

¾ Indoor units with indoor antennas can typically be used in sites 
up to 1km from the Base Station. 
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 CPE Installation Guidelines 

¾ Indoor unit with mid-gain wall-mounted antenna can typically 
be used sites up to 3 km from the Base Station. 

¾ In most situations, a roof-mounted radio unit and antenna are 
required in sites located at a distance of more than 3 km from 
the Base Station. 

CPE Installation Guidelines 
� All poll-mountable equipment and antenna should be installed on 

appropriate poles. The structure and installation of the pole should 
take into account the weight/size of the equipment mounted on it, 
including the effect of expected wind loads. 

� The higher the antenna, the better the achievable link quality. 

� When selecting locations for equipment, take into account the need 
for easy access for installation, testing and servicing. 

� Cables’ length, particularly RF and IF cables, should be as short as 
possible. Higher RF and IF cables’ length may necessitate the use 
higher quality coaxial cables, which are much more expensive and 
are more difficult to handle. 

� The location of the indoor equipment should take into account 
availability of mains power outlet and the location of the 
subscriber’s data equipment.  

� Run all cabling in adequate cable ducts - maintain minimum 
bending radius where necessary for data and fiber optical cables. 

� Provide adequate grounding and lightning protection as per 
equipment manufacturer recommendations – use the most stringent 
specification as your minimum standard. 
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The MDU/MTU Market 
The Multi-Dwelling Unit/Multi-Tenant Unit market is divided into three 
major segments, all of which are referred to by the general term MDUs 
for the purposes of this section: 

Residential MDUs 
Residential MDUs make up the largest segment in the MDU market. 
This segment includes multi-dwelling buildings from the size of 
skyscrapers to garden-style complexes. 

Commercial MTUs  
The second-largest segment in the MDU/MTU market, Commercial 
MTUs includes business buildings, commercial/industrial campuses, 
office complexes and malls. Broadband service providers have bypassed 
this segment of the market in favor of more densely populated office 
properties, which has left many businesses in industrial parks with 
limited technology options. 

Hospitality segment 
The Hospitality segment consists mainly of hotels serving business 
travelers. These travelers rely heavily on access to the Internet and 
demand fast Internet access and secure VPNs. Hotels with old-
fashioned access systems based only on phone lines and dialup service 
may lose business travelers who often find it hard to communicate with 
their Service Providers on the road. 

The Architecture of an MDU/MTU 
Solution  

The MDU solution may be divided into three subsystems as described in 
Figure  16-1: 
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 The Architecture of an MDU/MTU Solution 

 

Figure  16-1: MDU Solution architecture 

High Capacity Unit 

Distribution System 
The distribution system is a LAN created with in the MDU premises by 
the service provider. It serves as the infrastructure connecting the end 
users CPE (Customer Premises Equipment) to the high capacity unit.  

This subsystem is based on wireless technology, Ethernet category 5 
cabling or existing copper infrastructure upgraded using DSL. The 
Distribution System should be located within the premises of the MDU. 

Customer Premises Equipment (CPE)  
The final subsystem consists of CPEs (residential gateways, DSL 
modems) that allows users to connect POTS telephones and PCs to the 
network.  
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The MDU solution requires a single connection to the service provider
using a high capacity unit shared by all the tenants or businesses in 
the MDU. This subsystem is based on a wireless CPE such as
NetLink SU acting as the high capacity unit.
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Using CAT5 Cabling  
In this scenario a deployment of new wiring infrastructure to each 
residential unit or office is required, in case it doesn’t already exist. The 
cables should be Cat 5 compatible and contain four shielded twisted 
wires pairs. 

Distribution of Data Applications 

Security and privacy  
Since all users share common network resources, protecting the privacy 
of each subscriber’s data becomes a highly crucial issue in the 
MDU/MTU application. The Ethernet switch can handle the security 
problem in two different ways: 

VLAN separation  – A different VLAN (Virtual LAN) is defined per each 
tenant using an Ethernet switch that supports the IEEE 802.1Q 
standard. Each VLAN act as a closed and secured network, which is 
protected from intrusions of users from other VLANs. Broadcasted 
messages always remain within the VLAN and cannot be seen by users 
in other VLANs.  

This security feature is most common and implemented in numerous 
Ethernet switches, such as the Catalyst 2900 series of Cisco, the 
SuperStack 3300 family of 3COM, the Cajun P330 of Avaya and the 
BayStack350 of Nortel.  

Port filtering – In case the operator is not willing to assign a VLAN to 
each subscriber an alternative feature exists in some switches, such as 
Cisco Catalyst 2900 series. This enhanced security feature enables 
transmitting traffic from the users in the upstream direction only, thus 
preventing a subscriber from accessing the database of another 
subscriber in the building, although no VLAN separation is used.   
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A wireless CPE (NetLink SU, NetLink OFDM SU)
 is installed on the rooftop provides a high-speed voice
and data connection to the building. An Ethernet switch (layer 2 switch)
is connected to the SU and is responsible for distributing data services
to each tenant or office via 10/100 BaseT ports using Cat5 cables.



 Using CAT5 Cabling 

CAT5 Implementation for Voice and Data 
The Cat5 wiring supports the distribution of voice and data services 
over a single cable (using different twisted pairs). Each Cat5 cable 
consists of 4 twisted wires pairs, out of which two are utilized for 
transmitting the Ethernet data to each tenant. The two remaining pairs 
can be used either for connecting a second PC in the same 
apartment/office or for providing VoIP services for up to 2 POTS (one 
pair per each phone line). In each apartment/office the PC and the 
POTS connect to the Cat5 cable via a simple connection box.  

All the cables in the building are concentrated to a patch panel installed 
in the central wiring closet to which the voice and data equipments are 
connected. 

Refer to Figure  16-2 for schematic description of a wiring deployment of 
voice and data end-user: 
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Figure  16-2: MDU Wiring Deployment of Voice and Data End-user 

 

VoIP Services 
The VoIP is distributed to the tenants by a VoIP residential gateway 
(RGW), which is connected to the Ethernet switch via 10/100 BaseT 
interface and to the subscriber’s POTS via analog interfaces. The analog 
voice signals are converted by the RGW to VoIP signals and transmitted 
over the wireless network via the SU. A central VoIP gatekeeper, 
installed in the operator’s NOC or PoP, provides call-control services for 
VoIP endpoints, such as address translation and bandwidth 
management. A connection to PSTN is provided by a central VoIP 
gateway, also installed in the NOC/PoP, enabling the VoIP subscribers 
in the MDU to communicate with external telephony network users.   
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Refer to Figure  16-3 for a schematic description of a solution combining 
voice and data.  
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Figure  16-3: MDU Solution’s Voice and Data Services in  

An alternative way for delivering VoIP services to the tenants is by 
deploying an RGW in each residential or office unit providing up to two 
POTS interfaces and one Ethernet port per tenant.  

The flexibility of the solution enables a subscriber to order a data-only 
connectivity at the beginning and later on to order a VoIP service, with 
no need for additional hardware cabling, nor the need for additional 
installation inside the apartment or office.   

 

Using Existing Twisted Pairs-ADSL 
Based Solution 

Asymmetric Digital Subscriber Line (ADSL) is a modem technology that 
converts existing copper telephone lines into access paths for 
multimedia and high-speed data communications, and maintains the 
regular telephone voice services. ADSL can deliver any data rates from 
64Kbps to 8.192Mbps on the downstream channels to the subscribers 
and any data rates from 16Kbps to 768Kbps on the upstream channels 
back to the network, while simultaneously providing lifeline POTS, all 
over a single twisted copper wire pair.  
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 Using Existing Twisted Pairs-ADSL Based Solution 

In an ADSL scenario a single high-speed Internet connection is provided 
to the building a fixed wireless access CPE and distributed to each 
individual tenant or office via an in-building mini-DSLAM (Digital 
Subscriber Line Access Multiplexer). The mini-DSLAM connects to the 
SU via 10/100BaseT interface and delivers to each tenant ADSL 
broadband services using the existing wiring infrastructure, thus 
eliminating the need to implement new CAT5 cables in the building. 
Each residential or office unit can be connected to the mini-DSLAM 
using an ADSL CPE transmitting voice and data over a single copper 
wires pair. 

The mini-DSLAM complies with the ADSL standards and is compatible 
with standard ADSL CPEs available in the market.    
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Figure  16-4: ADSL Based Solution 
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Chapter  16 - MDU/MTU Solutions  

Voice Support 
The ADSL technology uses a range of frequencies that are separated 
from the voice frequency band. Therefore voice and data signals can be 
transmitted safely over a single pair of copper wires without 
interference. The existing telephone (POTS) connects together with a PC 
to a singe ADSL CPE via separate interfaces and passes an internal 
micro filter in the CPE, which ensures the co-existence of the voice and 
the data signals over the existing copper wires pair. After traveling 
together all the way to the rooftop the data and voice signals are 
separated again by a splitter that installed in the wiring closet. The 
voice signal is directed to the PSTN (or to a central PBX in the MTU), 
while the data signal continues its way to the mini-DSLAM and is 
forwarded to the wireless network. 

Security 
Several features can be implemented in this scenario for preventing 
intrusion to the operator’s network and ensuring the privacy of each 
tenant: 

� Port-based VLAN or 802.1q VLAN tagging – preventing a tenant from 
accessing the data of another tenant. 

� MAC address filtering – restricting the access to the network for 
specific MAC addresses.  

� RADIUS support and 802.1x – enabling users’ authentication. 
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